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PREFACE

The firgt (2006) and second International Workshops “Intelligent Technologies in Logistics and Mechatronics
Systems ITELMS’ were held at Riga Technical University. The 3rd international workshop ITELMS2008 was held at
Kaunas University of Technology Panevezys Ingitute on 22 - 23 May, 2008. The international conferences
ITELMS2009 and ITELMS2010 continues three year tradition and takes place at Kaunas University of Technology
Panevezys Ingtitute.

The aims of the Conference are to share the latest topical information on the issues of intelligent technologies
in logistics and mechatronics Systems. The papersin the Proceedings presented the following areas:

Intelligent Logistics Systems

Multi Criteria Decision Making

Compositesin Infrastructures

Automotive Transport

Intelligent applications of solid state physics
Intelligent Mechatronics Systems

Mechanisms of Transport Means and their Diagnostics
Railway Transport

Transport Technologies

Modern Building Technologies

In theinvitations to Conference, sent year before the Conference starts, the ingtructions how to prepare reports
and manuscripts provided as well asthe deadlines for the reports are indicated.

A primary goal of Conference is to present the highest quality research results. A key eement in attiring goal
isthe evolution and selection procedure devel oped by the Conference Scientific Committee.

All papers presented in Conference and published in Proceedings undergo this procedure. Instruction for
submitting proposals, including requirements and deadlines, are published in Cal for Papers in the
http://www.ktu.lt/It/apie_renginius/konferencijos/2010/meniu.asp. Paper proposals must contain sufficient information
for atrough review. All submissionsto determine topic areas are directed to appropriate Topic Coordinators. The Topic
Coordinators review the submissions much them to the expertise according to the interests and forward them to selected
reviewers. At least two reviewers examine each submission in details.

Selection of papers for the Conference is highly competitive, so authors should assure their submissions to
meet al Conference Scientific Committee’ s requirements and to be of the highest possible quality.

All Conference participants prepare manuscripts according to the requirements that make our Proceedings to
be valuable recourse of new information which allows evaluating investigations of the scientists from different
countries.

Prof. Z. Bazaras
Prof. V. Kleiza
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Comparison of Five National Noise Emission Calculation M ethods for Rail
Traffic

A. Baranovskii

Ingtitute of railway transport, Riga technical university, Indrika street 8a, Riga, Latvia, LV-1004, email:
andrejs.baranovskis@rtu.lv

Abstract

This paper contains comparison of five European national noise emission cal culation methods for rail traffic, including
RMR — interim cal cul ation method for EU.
KEY WORDS: railway, rolling stock, noise, level, measurement, calculation, prediction method.

1. Introduction

During last few decades the development of surface transport has lead to rapid increase of noise level,
especialy in the areas of high-speed motorways and railways.

Accordingly to the results of French, Dutch and German scientist estimation (Lambert and others, 1998) around
120 million people in Europe (more than 30% of total population) incur the influence of louder than 55 dBA (equivalent
A-weighted) transport noise, and 50 million people incur the influence of louder than 65 dBA transport noise. Thereby,
significant part of Europe’ s population suffers from transport noise which affects peopl€e' s headlth and life quality.

Therefore, during last years European Union has paid big attention to the problems of noise and vibration
experimental investigation on railway transport, railway noise propagation prediction, noise mapping and devel opment
of noise and noise source reduction methods.

In many European countries national methods for railway rolling stock noise propagation prediction were
developed already. Y et, many countries still don’t have their own national methods.

Before devel opment of new method for railway rolling stock noise propagation prediction it is useful to try to
adopt and use one of the existing ones.

This paper provides description and comparison of the following national railway rolling stock noise
propagation prediction methods:

RMR (the Netherlands, interim model for EU), Schall 03 (Germany), ON S5011 (Austria), NMT (Nordic
countries), CRN (United Kingdom).

In generd, the calculation procedure can be divided into the following parts. train category description,
location of source(s), basic sound parameters, reference distance, speed influence, track conditions.

2. Train Categories

2.1. RMR
In RMR trains are divided into the following railway vehicles categories (these are primarily differentiated on
the basis of drive unit and wheel brake system):
2.1.1. Brake-padded passenger trains (also electrical motor mail vehicle).
2.1.2. Disk-braked and brake-padded passenger trains.
2.1.3. Disk-braked passenger trains.
2.1.4. Brake-padded freight trains.
2.1.5. Brake-padded diesd trains.
2.1.6. Diesd trains with disk-brakes.
2.1.7. Disk — braked urban subway and rapid tram trains.
2.1.8. Disk-braked Inter City and slow trains.
2.1.9. Disk-braked and brake-padded high speed trains.
2.1.10. Provisionally reserved for high speed trains of the ICE-3(M) (HAST East) type.
Vehicles not mentioned here are alocated to the next appropriate category based on their drive unit, wheel
brake system or maximum speed.
2.2. ON S5011
In ON S5011 four train categories are considered: Intercity trainswith block brakes, disc brakes, combinations;
railcar fast trains 4010; tandem rail cars 4020; goods trains with 2 locomotive types (electric, diesdl).
No further specifications of train length or brake types.
2.3. SCHALL 03
In SCHALL 03 are considered 14 train categories. ICE, EC/IC, IR, D/FD-Zug, Eilzug, Nahverkehrszug,
S-Bahn (Triebzug), S-Bahn (Berlin), S-Bahn (Hamburg), S-Bahn (Rhein-Ruhr), Guterzug (Fernv.), Guterzug (Nahv.),
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U-Bahn, Strasenbahn/Stadtbahn with specific values of maximum speed, average train length and percentage of wagons
with disc brakesin thetrain.

2.4. NMT

In NMT typical trains from Norway, Sweden and Finland are considered.

Norway: standard passenger train, B 65 (passenger), B 69 (passenger), B 70 (passenger), standard goods train
all with electric engines.

Sweden: standard passenger train, fast passenger train X2, passenger train X10, standard goods train, sandard
goods train with diesdl engine, if nothing specified, with e ectric engines.

Finland: passenger train Sm, Passenger train Srl, standard goods train.

2.5.CRN

Passenger trainswith tread brakes, disc brakes, 2, 4, 6 or 8 axles; freight trains with tread brakes, disc brakes, 2
or 4 axles; diesdl locomotive with steady speed, under full power; eectric locomotives.

Location of sources:

RMR: In RMR up to four different sources are considered. There are two different sources for train categories
1to8:

At thelevel of therailhead and 0.5 m above railhead.

The source heights for category 9 are 0.5 m, 2.0 m, 4 mand 5 m above railhead.

SCHALLO3: the source height is assumed to be at the level of therailhead.

ON S5011: the source height is assumed to be 0.3 m at the level of therailhead.

NMT: each octave band hasits own individual source height as shown in the following table:

Tablel
Location of sourcesNMT
Octave band, Hz Source height, m

63 2

125 15

250 0.8

500 0.3

1000 0.4

2000 0.5

4000 0.6

CRN: the source height is assumed to be at the level of therailhead [1].
3. Basic Sound Parameter, Reference Distance, Speed I nfluence

3.1. RMR

For the RMR the basis of the calculation is the sound power level per meter rail length for each source and
each octave band between 63 Hz and 8 kHz as logarithmic function of train speed. For emission measurements the
microphone distance is 7.5 m and 1.2 m above railhead. If sources above 0.5 m height have to be considered a second
microphone height at 3.5 m must be added. Thetime signal is registered as an equivalent unweighted octave spectrum
and third-octave spectrum, total A-weighted and unweighted levels. The measurement time T is aso registered, which
is the passage time including the 10 dB-down flanks. For a group of wagons within a train, the buffer-to-buffer time
(speed/length) is taken.

The train speed is measured and must be within 5 km/h of the nominal speed for speeds below 100 km/h and
10 km/h for speeds above 100 km/h.

For vehicles with traction or aerodynamic sources at heights of 2 m and above, such as locomatives and high
speed trains, additional measurements are carried out at 4 m of thetrack axisat aheight of 1.2 and 4.5 m (+ 0.2 m); only
at one cross-section.

The condition of the track should be as good as possible to minimise itsinfluence.

The emission is calculated from these measurement results for each noise source and each octave band. In this
step also the A-weighting is applied. The emission results are then approximated by logarithmic speed functions of the
form

E = a+ blog(viv), 1)

where a and b are correction coefficients; vistrain speed, km/h; vq isreference speed, 1 km/h.

The emission represents the sound power of the considered source for one train per hour under reference track
conditions. In cases where the deviations of the measurement results are higher than 1 dB, the speed range is split into
different ranges and the regression calculation is done for each range separately.
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To calculate the emission that isrepresentative for the considered time interval “corrections’ for the number of
trains, type of locomative (electric or diesd), the brake, the rail roughness, the whed roughness and the type of
superstructure have to be applied to the basic speed dependent emissions.

RMR provides also a simplified calculation method for the overall A-weighted emission. The basic formulais
asfollows:

E=10 Igé% 1050 4 § 1054102 @)
c=1 c=1 7]

where E, ; isemission term for braking trains; c istrain category; Ey ¢ is emission term for non braking trains; y is tota
number of categories present.
The emission values per rail vehicle category are determined from:

Enr,c = ac + bc |9(Vc/V0)+1O Ig(Qc/Q0)+ Cb,c (3)
Er,c = ar,c + br,c |9(Vc/V0)+10 Ig(Qr,c/Q0)+ Cb,c (4)

where Q, is average quantity of non braking trains of the considered rail vehicle category, h™*; Q. is average quantity
of braking trains of the considered rail vehicle category, h™*; Q, isreference value, 1 h™*; v, is average speed of rail
cars, km/h; vp isreference speed, 1 km/h; b istrack type.

The standard regression coefficients are given in table 3.

Trainsare considered "braking" when the brake system is active.

To determine the emission value E, the defined train categories are used, distinguishing between braking and
non-braking trains.

3.2. SCHALLO3

The basic emission value is the equivalent noise level per train per hour at a distance of 25 m and a height of 4
m above railhead. 25 m is also the distance for measurements. To get the equivalent sound level for the reference time
intervals (day/night) corrections have to be added to consider different train classes, train length and superstructure. Rail
or wheel roughness or brake influence is not taken into account.

The basis emission is given by the following formula:

Lm=1010g(l / 1 ¢) + 10 log(5 —4 p) + 20 log(v/ Vo) — 9 (5)

where | isthe length of the train, m; p is the percentage of wagons with disk brakes in fractions of 1; v is train speed,
km/h; vp isreference speed, 1 km/h; |y isreference train length, 1 m.

The superstructureis ballast with wooden sleepers. No spectral calculation is foreseen.

In contradiction to the other cal culation methods no individual speed influenceis considered.

Table 2
Standard regression line coefficients as function of railway category ¢ (RMR)
Non-braking trains Braking trains
Category & be A c br o
1 14.9 23.6 16.4 25.3
2 18.8 22.3 19.6 23.9
3 20.5 19.6 20.5 19.6
4 24.3 20.0 23.8 224
5 46.0 10.0 47.0 10.0
6 20.5 19.6 20.5 19.6
7 18.0 22.0 18.0 22.0
8 25.7 16.1 25.7 16.1
9 22.0 18.3 22.0 18.3

3.3. ON S5011

The basic emission parameter is the sound power level per meter rail. As for the RMR method the calculation
is executed for octave bands separately using the same frequency range (63Hz to 8kHz).

Measurements are carried out in 7.5 m and 15 m distance from the source (straight line between source and
microphone) and 4 different heights.

The emission values are related to a ballast superstructure with wooden or concrete sleepers and rails in good
conditions. A correction for rail or wheel roughnessis not foreseen.
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The approach is similar to the RMR but there is only one source considered and no other influencing
parameter.

3.4.NMT

Alsothe NMT is based on the sound power levels per meter track in octave bands between 63 Hz and 4000.

The sound power levels are calculated from measurements of sound exposure levels (SEL) for a given train
type and track type. The measurements have to be carried out in different speed intervals and octave bands between 63
and 4000 Hz. The measurement distance is between 7.5 m and 30 m from the track centre line. The full height of both
rails must be visible from the measuring position, the elevation angle should be less than 20°.

The measurement results are then normalised to a reference distance of 10 m and a height of 2 m. Corrections
for ground effects (in octave bands), train length and A-weighting have to be applied during this normalisation process.
The sound power levels per meter track can then be cal culated by adding 16 dB to the SEL.

Then approximation functions for the results at different speeds are calculated using logarithmic speed
function of the following form:

Lw=a+ blog(v/vo), (6)

where v isthetrain speed, km/h; v, is reference speed, 100 km/h; a and b coefficients are tabled for each train and each
octave band.

Finally L,, will be corrected for track conditions. The 24 h energy equivalent noise level L, which is one of
the noise indicators of the NMT is then calculated by summarising the contributions of each train during the 24 h time
period and by applying all the corrections necessary to consider the propagation from the source to the receiver.

Besides the equivalent noise level a second noise indicator for the maximum noise level at a given receiver is
calculated. This indicator is based on the energy average over the maximum range of the instant noise level signa
during the passage of a train. This value is then transformed into a power level per meter track in an anaogue way as
for the equivalent noise level.

3.5.CRN

CRN aims to predict either daytime or night time equivalent A-weighted noise level. CRN mainly works with
the sound exposure level for each train which is converted, after allowances for distance, ground effect, reflections,
gradient, source enhancements (e.g. by bridges), angle of view, screening and the number of trains, into the required A-
weighted equivalent sound level.

Thereference SEL for atrain depends on its speed and is predicted by:

SEL ¢ =31.2+ 20 log(v/ Vo) + 10 log(N), (7

where v isthetrain speed, km/h; vy isreference speed, 1 km/h; N isthe number of vehiclesin thetrain.
The distance correction is given by:

Caist = - 101g(d/ (25 do)), (8)

where d isthe normal distance from the track segment to the observer, m (d > 10 m); d, isreference distance, 1 m.
The railway noise scheme also has an explicit alowance for air absorption given by:

Cabs = 0.2- 0.008 (d/ 25), (9)

where disthe normal distance from the track segment to the observer, m.
The ground effect correction for propagation over acoustically soft ground is given by:

2ed 0 _ i
Cground =-3 Pd Iggﬁ; then H £1m; i
0 i
f

.. .. [ 10

Cground =-06F - iglga d g, then Im<H E£6m; ?/ (10)
@ hg &25d, i
I
b

Cgona =0, then H>6m or 10m<d<25m;

where d is the normal distance from the track segment to the observer, m; d, is reference distance, 1 m; H is the mean
propagation height, m; Py isthe fraction of absorbing ground between the source and receiver.

If the required measurement conditions are fulfilled, then the barrier correction Cparier, reflection related
correction Crgietion @Nd View correction C,;ey are equal to zero.

The corrected SEL value at thereceiver paint is.

SEL ot = SEL & + Caig + Caps + max(cgroundy Charrier) + Cuiew + Crafledion (11)
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The next step is calculation of component L levels for each train type on each track segment using:

Laeqenight = SELtot - 43.3 + 1019 Quignt
(12)
Laegcday = SELiot - 48.1+ 1019 Qpav,

where Quicnt iSthe number of each train type passing the receiver in the period midnight to 6am; Qpay is the number of
each train type passing thereceiver in the period 6am to midnight.

The overall Laegior level is calculated by combining component La e Values for each track segment and train
type using the logarithmic summation equation [2]:

/109
2

Lacgto :10|g§%1 10 aenct (13)

4, Track Influence

4.1. RMR uses thefollowing track classification:
. Railway tracks with single block or double block (concrete) sleepers, in ballast bed (index code bb = 1).
. Railway tracks with wooden or zigzag concrete sleepers, in ballast bed (index code bb = 2).
. Railway tracksin ballagt bed with non-welded tracks, tracks with joints or switches (index code bb = 3).
. Railway tracks with blocks (index code bb = 4).
. Railway tracks with blocks and ballast bed (index code bb = 5).
. Railway tracks with adjustablerail fixation (index code bb = 6).
. Railway tracks with adjustablerail fixation and ballast bed (index code bb = 7).
. Railway tracks with poured in railway lines (index code bb = 8).
. Railway tracks with level crossing.

Furthermore distinctions are also made, according to how many track disconnections occur on the emission
route concerned:
1. Jointlessrails (fully welded tracks) with or without jointless switches or crossings (index code m = 1).
2. Railswith joints (= tracks with joints) or an isolated switch (index code m = 2).
3. Switches and crossings with joints, 2 per 100 meters (index code m = 3).
4. Morethan 2 switches per 100 meters (index code m = 4).

For jointlessrails (m= 1) the track correction Cy, , can be taken from the following table.

O©CoOoO~NOOA,WNE

Table3
Correction factor Gy, as afunction of structures above station compounds/railway
track condition (bb) and octave band (i)

band Chbj
i bb=1| bb=2 | bb=3 | bb=4 | bb=5| bb=6 | bb=7 | bb=8
1 0 1 1 6 6 - 6 5
2 0 1 3 8 8 - 1 4
3 0 1 3 7 8 - 0 3
4 0 5 7 10 9 - 0 6
5 0 2 4 8 2 - 0 2
6 0 1 2 5 1 - 0 1
7 0 1 3 4 1 - 0 0
8 0 1 4 0 1 - 0 0

Furthermore, specia corrections for other track disconnection classes and bridges are provided. In addition
RMR offers the possibility to consider the influence of local rail and whed roughness in relation to average values for
the whole country.

4.2. SCHALLO03 distinguishes between the following track classes. grass covered superstructure (- 2 dBA),
ballast with wooden deepers (0 dBA), ballast with concrete deepers (2 dBA), hard ground (5 dBA).

4.3. ON S5011 uses the same track classes and correction values as SCHALL 03 except class 1.

4.4. NMT: the correction for track conditions is less specific than for the other methods. The correction is zero
for ballagted tracks with continuously welded rails on concrete or wooden sleepers and typical maintenance procedures
for the considered country.

If the rail or whed surface is somewhat rougher than normal +1 to +3 dB should be used as correction. For
very rough rails and/or wheels +4 to + 6 dB should be used.
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For particularly well maintained tracks - 1to - 3 dB may be used. When the track and the wheels permanently
have very smooth running surfaces larger negative values up to - 6 dB may be used. The use of negative values must be
based on well documented and appropriate field measurements.

In addition the following corrections have to be applied to consider the influence of joints, switches, crossings
or bridges: railswith joints+ 3 dB; 10 m track length for each unit of switches and crossings + 6 dB; partial track length
on abridge without ballast + 6 dB; partial track length on a bridge with ballast + 3 dB.

4.5. CRN specifies the following track correction: jointed track (2.5 dBA), points and crossings (2.5 dBA),
dab track (2.0 dBA), concrete bridges and viaducts (2.0 dBA), sted bridges (4.0 dBA), box girder with rails fitted
directly toit (9.0 dBA).

5. Summary and Assessment

The by far most detailed and specific emission calculation method is provided by RMR, followed by NMT.
Compared with these methods the emission modeling of SCHALL 03 can only be considered as a survey method,
whereas the differentiation of this method is lower than that of the simplified option (dB(A)-option) of the RMR. The
CRN and ON S5011 are ranked between the NMT and SCHALL 03. In detail the differences between the emission
calculations of the 5 methods are summarised in table 4.

Table4
Methods differences
. Method
Characteristics RMR SCHALLO3 ONS5011 NMT CRN
Octave band sound LAeq at reference
LAeq at reference | Octave band sound | Octave band sound X
?%Nmerrrllz\;gjrec?nznjlg;j distar_lce 25mand 4 power level, power level, (ilszt?(r;c; riShrg gar?td
Gifferent distancesand | ™ height, based on calculated from calculated from cajculated based O’n
Basic noise heights, the emissionis me@remmts, the r_neasjremmts a r_neasjremmts a SEL levels, the
parameter a fur; ction of train emissionisa different distances | different distances emission i,s a
function of train and heights, the and heights, the ; .
category and speed, o o function of train
locomotive and brake category, Iengt_h, emssonisa emssonisa category, speed and
nfluences are percentage of disc function of train function of train number ,of vehides
considered separately wheelsand speed | category and speed | category and speed in the train
From 63 Hz to 8000 | From 63 Hz to 8000
Frequency range| From 63 Hz to 8000 Hz - Hy Hy -
Up to 4 sources with
different heights, at One source for each
Location of railhead, 0,5m,2m, 4 One source a One source 0,3m | octave band with its One source a
source m, 5 m above railhead, railhead level above railhead specific source railhead level
representing different height
mechanisms
Speed For each octave band For A-weighted For each octave For each octave For SEL and A-
dependency and source levels band band weighted levels
Corrections from - 6
9 different dasses, | 4 different dlasses, | 3 cifferent dlasses, | @ 10 * 608 U0 | 6 itteren classes
Track influence corrections are no frequency no frequency | s??:caltl N no frequency
frequency dependent dependency dependency c a’? cation, no dependency
requency
dependency
Influence of . Correction table, Correction table,
joints, switches, corrce:f(:)triz)er'ldalrogftrzt()]lt?ency i i correction arenot | correction are not
crossings and dependent frequency frequency
bridges dependent dependent
Specific Local rail and whed
parameter roughness consideration ) ) . .
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Abstract

The experimental results on fracture toughness crack initiation for 10MnNi2MoVA sted and its weldments are
presented. The data array containing more than 200 test results has been obtained for various products (plate, forging,
tube) steel and welds, produced by SAW and MAW.

KEY WORDS: Fracture toughness; Base and weld metal; Crack initiation.

1. Introduction

Low alloy sted of the type 10MnNi2MoV A iswidely used in nuclear power plant equipment. It is used for the
manufacture of steam generator cases, collectors and piping of NPPs with WWER-1000 reactors. Forgings and 200 mm
thick plates, as well as cold-drawn pipes having a thickness to 100 mm are used for the manufacture of these
components. Considering the different conditions of plastic deformation involve in the manufacture of these products
(rolled stock, forgings, pipe) their mechanical properties, as well as their characteristics of fracture resistance, may
differ considerably. Experimental data on such mechanical properties were presented in some publications [1-4].

The aim of the present study is to summarise experimental data on the brittle fracture resistance of
10MnNi2MoVA sted, obtained by different laboratoriesin Russia and Ukraine (ZNIITMash, CRISM “Prometey”, SPI)
with the use of various criteria. Beside the linear elagtic fracture mechanics parameter K¢, the parameter Jic hand Jg
curves were used in the determination of the fracture resistance of this steel. These latter parameters are useful for the
“Leak-Before-Break” concept in the assessment of piping.

2. Investigated Materials

Nine heats of steel in the form of forgings (including 4 forgings, applied for collectors), three heats of stedl in
the form of plates, intended for steam generator cases and four heats in the form of tubes, were used as test materids.
The presented information shows that this stedl is used both after quenching with tempering and after normalization
with tempering. The highest temperature for heat treatment of products is used for tube samples (quenching at 970°C).
Besides the forging of 10MnNi2MoV A steel were melted by open-hearth furnace and el ectrodag re-melting.

The range of experiments on the brittle fracture resistance of welded joints is considerably less than for base
metal. In al 5 welded samples were tested, having a thicknessto 120 mm (4 samples were fabricated by submerged arc
welding with Sv-10GN1MA wire and one sample by manua electric arc welding with type PT-30 electrodes (Table 1).
All of the welded samples were heat treated in the tempering regime. The production method for the welded samples
was consistent with the welding process of the PGV-1000 pressure vessel (mechanized welding) as well as the Du-850
piping (manua eectric arc welding) in the assembly.

The chemica composition and mechanica properties of the materias investigated are given in Tables 2 and 3,
respectively.

Compact specimens having 25, 50 and 75 mm thickness and also three point bend specimens of
50%100x450mm, 40x80x360mm and 25x50x300mm were fabricated from the materia s investigated.

Tablel
Types of investigated materials

Prod No | Heat Nr | Product | Thickness Heat treatment of products
GN1 118902. |Forging| 200. |Quenching 920 C, 5h, water; tempering 660 C, 8h, air; 650 C, 45h,air

GN1.1 | 118902. |Forging| 200. |Quenching 920 C, 5h, water; quenching 910 C, 4h, air; tempering 660 C,
75h, air
GN2 129554, |Forging| 185. |Quenching 920 C, 4h, water; tempering 650 C, 8h, air; 650 C, 45h,air
GN4 132288. |Forging| 180. |Quenching 920 C, 5h, water; tempering 660 C, 7h, air, 650 C, 45h,air
GN3 131630. | Plate 120. [Quenching 920 C, 4h, water; quenching 910 C, 4h, air; tempering 650 C,
45h,air
GN5 119516. |Forging| 200. |Quenching 920 C, 5h, water; tempering 660 C, 8h, air; 650 C, 45h,air
GN6 129574. | Plate 150. [Quenching 920 C, 6h, water; tempering 660 C, 9h, air; 640 C, 45h,air
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Sequd of Table 1
Prod No | Heat Nr | Product | Thickness Heat treatment of products
GN7 110096. | Plate 185. | Quenching 920 C, 5h, water; tempering 660 C, 8h, air; 650 C, 45h,air
GN8 T51879 | Tube 80. Quenching 970 C, 3h, air; tempering 630 C, 10h, air; 650 C, 30h,air; 620
C,10h,air
GN9 T23574 | Tube 40. Quenching 970 C, 3h, air; tempering 620 C, 10h, air; 650 C, 30h,air; 620
C,10h,air
GN10 | 133737. | Tube 85. Quenching 970 C, 2h, air; tempering 620 C, 10h, air; 650 C, 30h,air; 620
C,10h,air
GN11 | 120254. | Tube 70. Quenching 970 C, 3h, air; tempering 620 C, 10h, air; 650 C, 30h,air; 620
C,10h,air
GN12 | 190276. |Forging| 160. |Quenching 920 C, 5h, water; tempering 660 C, 8h, air; 650 C, 45h,air
GN13 | 161184. |Forging| 160. |Quenching 920 C, 8h, water; tempering 650 C, 28h, air; 620 C, 25h,
air;650 C, 20h, air
GN14 [11699ESM |Forging| 160. |Quenching 900 C, 9h, air; tempering 660 C,38h, air; quenching 910 C,
9h,water; 650,25h, air
GN15 [11843ESM |Forging| 160. |Quenching 910 C,18h, air; tempering 650 C,45h, air; quenching 920
C,10h,water; 660,24h, air
GNwW1 Plate 120. | Tempering 650 C,10h, air;
GNW?2 Plate 120. | Tempering 650 C,15h, air; tempering 620 C ,15h,air
GNW3 | 191659. | Plate 100. | Tempering 650 C,8h, air; tempering 620 C ,10h,air; 650 C, 30h, air;
GNWA4 Plate 80. Tempering 650 C,15h, air; tempering 620 C ,15h,air
GNWM1 35. Plate 80. Tempering 650 C, 7h, air;
Table2
Chemical composition of investigated materials
Prod.No. No. heat C S Mn S P Ni Mo \% Cr Cu
GN1 118902. 0.11 ]0.33 |1.08. |0.012 0.011 |(2.16 055 |0.06 |0.15 |0.14
GN2 129554, 0.10 |0.23 |0.82 0.015 |0.010 |1.82 050 |0.03 |0.12 |0.16
GN3 131630. 0.12 |0.26 |0.98 0.014 |0.012 |2.18 055 |0.07 |0.18 |0.14
GN4 132288. 0.12 ]0.27 |0.82 0.011 0.010 (172 045 0.04 |0.22 |0.20
GN5 119516. 0.09 |0.28 |0.70 0.016 |0.013 |1.79 040 |0.03 (0.13 [0.09
GN6 129574. 0.10 |0.30 |0.76 0.010 |0.010 |1.97 045 ]0.03 |0.12 |0.15
GN7 110096. 0.12 |0.25 |0.65 0.013 |0.008 |2.50 055 |0.03 |0.12 |0.12
GN8 T51879 009 |0.25 |0.74 0.010 |0.011 1.94 049 |0.04 [0.06 |[0.06
GN9 T23574 0.11 ]0.33 |0.97 0.019 0015 ([2.35 058 |0.07 [0.18 |[0.08
GN10 133737 0.10 |0.26 |0.75 0.020 |0.017 |2.05 046 |0.06 |0.20 |0.12
GN11 120254. 0.12 |0.34 |0.90 0.013 |0.010 |1.79 048 |0.04 (0.13 |0.13
GN12 190276. 0.10 |0.35 |0.75 0.015 |0.012 1.85 051 |0.06 |- -
GN13 161184. 0.10 |0.30 |0.91 0.012 0.012 |2.15 058 |0.03 |0.12 |0.17
GN14 11699. 0.10 |0.24 |0.76 0.017 0.010 (197 044 004 |021 |0.14
GN15 11843. 0.10 |0.33 |0.87 0.011 0.005 |2.08 043 |0.06 |0.18 |0.12
GNwW1 weld 0.06 |0.30 |0.75 0.010 |0.015 |1.62 0.67 |- 012 |-
GNW2 Wed 0.06 |0.36 |0.79 0.009 0.014 |[1.63 071 |- 017 |-
GNW3 Weld. 0.08 |0.27 |1.40 0.010 |(0.008 |1.70 0.60 |- 0.16 |0.06
GNW4 Wed 0.08 |0.32 |0.80 0.010 |0.012 1.65 0.68 |- - -
GNWM1 Wed 0.07 ]0.17 |0.99 0.011 0.007 1.50 0.65 |- 0.14 |-
Table3

Mechanical properties of 10GN2MFA steel and itsweldments at 20°C

Prod No | UTS MPa | YS MPa A % Z,% DBTT, °C
GN1 653 504 245 71.3 -10

GN1.1 653 465 214 65.0 10
GN2 585 508 274 74.9 -50
GN3 633 536 27.3 75.5 -60
GN4 609 448 25.0 74.2 0
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Sequd of Table 3
Prod No | UTS MPa | YS MPa A, % Z, % DBTT, °C
GN5 552 436 25.7 65.9 -25
GN6 555 410 227 67.7 -10
GN7 627 517 24.0 70.3 -45
GN8 550 410 28.7 77.1 -55
GN9 710 590 175 60.0 -10
GN10 600 461 26.1 70.4 -10
GN11 670 550 235 71.0 -30
GN12 651 407 24.8 75.6 -10
GN13 630 510 235 715 -20
GN14 600 500 25.7 775 -25
GN15 570 436 25.6 78.0 -40
GNW1 587 495 23.1 67.2 -10
GNW?2 532 417 19.7 70.3 0
GNW3 586 492 25.4 73.9 -20
GNW4 613 490 25.2 64.4 0
GNWM1 659 591 20.9 71.4 -20

3. Investigation Procedure and Test Results

The determination of the fracture toughness parameter K;c was carried out on specimens of Type 3 (compact
specimens) and Type 4 (three point bend specimens) according to the requirements of GOST25.506-85 [5]. The
requirements to specimen sizes and test procedure were in detail described in Ref. [4].

The summarized experimental data on the brittle fracture resistance of type 10MnNi2MoVA sted and its
welded joints are given in Fig. 1, where 191 plotted points correspond to fracture toughness of base metal, 28 points
from submerged arc welds and only 5 points from manual e ectric arc welds.

As there are not many experimental points the spread of fracture toughness valuesis quite small. Nevertheless,
it should be noted that practically all data from welds are in the lower half of the scatter band of al experimental data
This applies both to weld fabricated by manua arc welding with the type PT-30 electrodes and to weld fabricated by
submerged arc welding, using Sv-10MnNi1MoA wire and the types AH-17M or FZ-16 flux. The limited scatter of Ky
values for weld metal is associated with the limited number of experimental data, as well as with the fact that the
selected welded samples have quite similar thicknesses (80-120 mm) and similar heat treatment regimes (tempering at
650°C), though the exposure time at this temperature varied from 7 to 38 hrs. It should aso be mentioned that the
scatter in DBTT for welds was also small.

400 —

- Forging (OHF)

- Tube <
- Forging (ESM)

- Plate

- Wed

300 —

4O00% ¢

200 —

Toughness, K 1¢, M Pa m¥2

100 —

-200 -100 0 100
Temperature, °C

Fig. 1. Fracture toughness of 10GN2MFA sted and its weldments
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A greater scatter of experimental data was observed for base metal. In this case, (as stated above) various types
of product were tested (plates, forgings, tubes) and the heats were produced by both open-hearth furnaces (OHF) and
electrodag re-melting. This factor and the various thicknesses of products (from 40 mm to 200 mm) were the main
causes of the considerable scatter in Ky values at a given test temperature. As the results obtained show, the spread of
Kic values occurs in baoth the brittle area (temperature - 160°C) and in the ductile-brittle transition zone (temperature
+20°C). It should be noted that the DBTT for the sted heats investigated also varied within wide limits, from +10°C to
- 60°C), i.e. it varied to a greater extent than in the welds. The greatest difference of minimum and maximum val ues of
fracture toughnessis observed for forgings and the smallest for tubes.

Asfor the main circulating circuit piping of NPPs which contain the type WWER-1000 reactors and are made
of 10MnNi2MoVA stedl, the LBB concept is used in calculations Jr the criterion of safety, it is necessary to determine
the Jr of the eastic-plagtic fracture mechanics for this material. For this purpose the criterion of the resistance to a
stable growth of crack is used (Jr curves). The paper presents investigations of this steel at 20 and 270°C in the range of
crack increment to 3.0 mm. Jr curves were constructed on the basis of test results from compact specimens having a
having a thickness of 25 mm. The results are given in Fig. 2. For heat number 133737, of 10MnNi2MoVA sted with
Tko = - 10°C, compact specimens were machined in two mutually perpendicular directions, which corresponded to
crack growth along the tube axis orientation (direction TL) and in the circumferential direction (TS). It can be seen,
from the results presented, that the Jintegral valuein the TL direction is higher. The difference at room temperature is
small, but at the operating temperature of 270°C, this difference is considerable. The data presented show that a stable
crack growth resistance is higher at room temperature, than at 270°C. The exception is the data on heat 133737 in the
direction TL, for which the Jg curve islocated higher at the eevated temperature.

0.5

Heat 133737
DBTT=-10°C

Jic, MIm2

i
0.0 — T T |

0.0 1.0 2.0 3.0
CRACK INCREAMENT Da , mm

Fig. 2. Fracture toughness Jg - Da curve of 10MnNi2MoVA sted (tube): o - TL at 270°C; o - TSat 270°C; E - TL
at 20°C; v - TSat 20°C

Apparently, this difference is associated with strain ageing, since the content of harmful impurities (0.020%S
and 0.017%P) in this heat is higher in comparison with the other investigated heats of Type 10MnNi2MoVA stedl (see
Table 2 and the caption of Fig. 2). The J-integra value of the sted with Txo =- 55°C is higher than that for the same
stedl grade with a higher DBTT. This difference is greater at the 20°C test temperature. The permissible J;¢ values for
forgings from ferritic sted for Sizewell [6] were 156 kJm? at 43°C and 136 kJm? at 293°C and it is more or less
consistent with the data obtained from 10GN2MFA stedl. In the case of a 2 mm crack increment, J,, = 720 kI/m? at
43°C and J., = 400 kJm? at 293°C. As can be seen from Fig. 2, these values are between 200 and 800 kJ/m? for the
10MnNi2MoVA sted heats investigated.

The above-gtated experimental data on fracture toughness of steel and its welds, as well as Jr curves were
obtained from standard specimens and standard crack sizes. Thisinformation is usually used in failure calculations for
components and piping. Under real conditions, the crack shape and size can differ considerably from these idealised
ones. Therefore, it is of interest to compare the characteristics on the basis of test results from specimens having surface
and through cracks. The authors of the present article did not carry out such experiments for this type of steel and in the
analysis data have been used that were obtained in ZNIITMash [7, 8] by testing large scale segment specimens
(70x250 mm), which contained through and surface cracks. The specimens were loaded in tension at 20°C. The test
material was a PGV-1000 steam generator collector sample. The test results (Fig. 3) show clearly that, by testing
compact specimens, a more conservative result was obtained than by testing large scal e specimens with through central
and surface cracks. To assess the specimens that are most appropriate for evaluating J-R curves, it is also hecessary to
take into consideration the influence of the compact specimen size on the form of Jz =f(Da) curves. According to
Ref. [9], the most conservative results were obtained on 1/2CT specimens, in comparison with 1CT and 3CT specimens,
although this would not normally be expected. Thus, fracture toughness test results for 10GN2MFA steel, obtained on
compact specimens, are quite conservative.
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Fig. 3. Calculated J-R curves plotted on the base of test results of various specimens. 1 — with central through crack;
2 —with surface crack; 3 — compact specimen

4, Conclusion

For the first time a generalised study has been made of experimental data on brittle fracture resistance, using
the criteria of linear and non-linear fracture mechanics for low alloy stedl of the type 10MnNi2MoVA. This sted is
widely used in nuclear power engineering for pressure vessels, steam generators, collectors and the piping of the main
coolant circuit of NPP with WWER-1000 reactors. These data can be used in failure calculations of the above-stated
items carried out for both brittle fracture and LBB concepts. It has been shown that the fracture toughness depends
considerably on the type of base metal (forging, plate, tube) and the steel melting process (OHF, ESM). Welded joints
do not posses an inferior brittle fracture resistance compared base metal. However, there are few experimental data for
welds and it will be necessary to continue the accumulation of experimental data.

The experimental data presented demonstrate that, for 10MnNi2MoVA stedl and its welded joints, it is
possible to offer a new temperature dependence K¢ =f(T- Ty) ingead of the presently recommended dependence
[Ki]s =26+ 36 exp[0.02 (T - Tk)] (in accordance with the Russian Strength Norms [10]).
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Abstract

At connection heat-exchanging tubes and the wall of header metal of the ligament between tubesis exposed to influence
of the plastic strain approximately equal of 5% that causes appreciable change of a macrostructure. The influence of
plastic strain of such level at the static and dynamic loading on fatigue crack growth rate of the low alloyed sted type
10MnNi2MoV A was submitted.

KEY WORDS: plagtic strain effect, fatigue crack growth rate, low alloyed seel, tube.

1. Introduction

During manufacturing materials of separate units of the power equipment are exposed to influence of plastic
strains, for example, cold and hot arolling , drilling, a bend and other operations. So, for connection heat-exchanging
tube in a wall of steam generator header or a trumpet lattice explosive processing which causes appreciable plastic
strainsin a materia with high speed of deformation is used. Besides while in service the materia in separate zones can
be subjected to a unilateral overload at static strain. Preliminary static and high-speed deformation of a material leads to
change of characteristics of strength (s, and Sy ), plasticity (6 and y) and microstructures. It has been reflected in a
number of publications [1-3]. Unitary plastic deformation is known, that both a room, and at the el evated temperature,
on the one hand, reduces rel ative el ongation a sample after destruction, and with another - increases the yield strength of
structural materias. Though this law is conventional, features of the mechanism of reduction of relative eongation in
interrelation with characteristics of mechanical properties of amaterial are ill investigated alittle.

In the end of 1987 year when in operation there were already 7 units with WWER-1000 reactors on “cold”
collectors of steam generators of the Southern - Ukrainian NPP cracks have been found out. The circuit of origin and
development of a crack in ligament of a collector has been considered earlier in Ref. [4] and aso shown on Fig. 1.
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Fig. 1. Scheme for initiation and propagation of crack in ligament of header

Subsequently such damages on similar sites of collectors have been found out on 25 steam generators
PGV-1000. As aresult of research of the reasons and the mechanism of damage of collectors which have been carried
out by the various organizations during the 1987-1991 year, it has been established, that one of the reasons were the big
plastic strains of awall of the collector made of steel 10MnNi2MoV A as aresult of accepted technology [4]. Originaly
the technol ogy provided connection the heat-exchanging tubesin awall of a collector with the help of explosion that led
to to appreciable plagtic strains of a wall of a collector in ligament. Character of distribution of stresses and strains in
thisareais submitted on Fig. 2.
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Fig. 2. Stress and dtrain leve in ligament: on wide (Ieft) and on high (right)

In connection with the found out damages investigations on influence of plastic strains on properties of
10MnNI2MoVA steel which results are submitted below have been executed.

That similar damages did not appear further, the technology connection tubes and the header wall has been
changed. So, ralling by explosion has been replaced on hydraulic rolling pipes with the subsequent mechanical
procedure target sites (5-10 mm) with the purpose of full eimination narrow gaps between a wall of a pipe and an
aperture in a wall of a collector. The circuit of this operation is resulted in the left part of Fig. 1. Besides the special
technology of drilling of aperturesin a wall of a collector which provided expansion for removal plastic strain drilling
of alayer of metal has been applied.

As in operation were collectors PGV-1000, executed on former technology, it was necessary to estimate
influence of preliminary strain on characteristics of a material of a header. In this connection researches after
preliminary static and dynamic strain on mechanical properties of 10MnNi2MoV A sted have been carried out.

2. Technique of Carrying out of M odeling

Preliminary deformation spent on special preparations of the cylindrical form at unitary loading and the conic
form a dynamic loading (Fig. 3) from 10MnNi2MoV A stedl a open-hearth furnace and electroslag re-melting [5, 6].
Both investigated materials were exposed thermal hest trestment on one mode: quenching at 920°C — 10 hours with
cooling in water and to the subsequent tempering at 660°C — 20 hours with cooling on air. The chemical composition
and mechanical properties of the investigated materials are submitted in Table 1.

Then of preliminary deformed metal made cylindrical samples for definition of standard mechanical properties
and compact samples CT25 (Fig. 4) for definition of growth rate of a crack and fracture toughness.

Experimental results of influence of preliminary deformation on properties of 10MnNi2MoV A stedl open-
hearth furnace melt and dectroslag re-melting are submitted in Table 2.

Tablel
Chemical composition and mechanical properties at 20°C of 10MnNI2MoVA stegl
: . uTS | YS Heat
Mdt| C Mn | S Cr Ni Mo | V S P Cu MPa | MPa A%|Z % .
OHF| 0.09 | 091 | 033 | 0.24 | 1.79 | 0.45 | 0.03 |0.008|0.008| 0.16 | 597 | 491 | 24.6 | 75.9 ?“e”Ch.'”g’
empering
EsrR| 010 | 087 | 033 | 0.18 | 2.08 | 0.43 | 0.06 [0.011|0.005| 0.12 | 570 | 436 | 25.6 | 78.0 | QUENChING,
tempering
1 s A QOn
o g S ~
8 S e
e, =D/l
1 _10xs er =DD/D
| 65 é=v/l
100

Fig. 3. Type of specimen for preliminary dynamic straining
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The received data testify that after static deformation mechanical properties change insignificantly, however
after dynamic influence characteristics of strength appreciably increase, and plastic —are reduced [5].

&l €L
8 8 A
6
il
) |

Fig. 4. Digribution of residual srain after preliminary dynamic (high rate) straining and scheme of cutting out compact
specimens for determination FCGR

Table2
Mechanical properties of 10MnNi2MoV A after preliminary static and dynamic straining
Melt T,°C é,s! &R, % UTS MPa | YS MPa A, % Z, %
0 0 597 491 24.6 75.9
20 107 5 644 528 275 65.7
10* 1 700 476 25.0 66.0
10° 25 707 644 145 67.2
OHF 280 107 5 490 401 184 775
10° 25 544 486 22.8 80.4
-60 10° 25 807 662 7.8 47.3
-90 107 5 792 713 17.9 66.0
-140 107 5 823 700 25.9 64.0
0 0 570 436 25.6 78.0
ESR 20 10* 2 648 550 235 76.2
10° 6.8 789 764 18.7 69.2
280 10° 6.8 523 495 11.6 25.3

vz
" S S 5 SRR 9k e

Fig.5. Various compact specimens CT1 for determination of fatigue crack growth rate after preliminary dynamic
gtraining (er =5 ... 6%) at speed v < 300 m/s
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Samples CT25 cut out from preiminary statically and dynamically deformed preparations AE120x100mm
(Fig. 3) in two directions where alongside with an arrangement of a mechanical cut distribution of residual strainsin a
compact sample after preliminary dynamic loading (Fig. 4) in cross-section (R) and longitudina (Z) a direction is
submitted. High-speed dynamic loading with a speed it is brisk v =260 ... 400 m/s leads to appreciable damages of a
material of open-hearth furnace melt that is evidently visible from submitted on Fig. 5 (photos). For this mark of stedl of
electrosag melt the same deformation causes insignificant embrittlement preparations. At significant damages of test on
FCGR a fatigue crack were not carried out.

3. Experimental Results

Results of tests of samples after preliminary static deformation on FCGR fatigue cracks at room and elevated
(280°C) temperatures are submitted on Fig. 6.

Increase of temperature does not influence fatigue crack growth rate of a on middie area a peak site and
increases it on threshold value of the diagram of fatigue failure both as-produced and the preliminary strained materials.
High-speed dynamic and static preliminary deformation of 10MnNi2MoV A sted electrodag melt does not render
influence on FCGR in the investigated range of stress intensity factor. The same effect can be noted and for stedl of a
open-hearth furnace melt, but only at static deformation. As to dynamic deformation, that, owing to appreciable
embrittlement preparations after such processing, the similar conclusion is wrongful.

10° ey 10 Pl
10MINi2MoVA OHF NIRN 10MNI2MoVA OHF aa 3%
T=20°C,R=0.1,f=30 Hz 45 o T=280°C,R=01,f=25 Hz o34 9o
CT25 ! adhdie CT 25 red
10" N 107} ag’ o
0T = 0‘“‘ é FLIY
* P % hd .’-O
01* 4 Ob
% s
[-] e e O =
8 o PR sl Y ieet
4 Rg* 104, o> 7
[ .‘ b . 1'*‘ &
[ ] o ;‘ Y
+ N |
10°4 % 0-£=0,8,=0 10°% o-£=0,8.=0
a-E=1itel e=5%® ° a-£=100¢ 8=5%®)
% o - E=101¢ €,=5%2) o - £=100¢Y £,=3% D)
8 10 20 40 60 80 8 10 20 40 60 80

Fig. 6. Effect of preliminary static straining (e = 5%) on FCGR for 10MnNi2MoV A steel (OHF)

Thus, at the certain modes connection pipes in a wall of a collector of steam generator PGV-1000 in the
ligament of material probably occurrence of absent-minded micro cracks, cracks or narrow zones plastic over deformed,
being actudly initia technological defects. The specified technological defects reduce a service life of the header
ligament by the size required for origin acrack in the size of 0.1 ... 3 mm. From here follows, that the service life of the
ligament (crosspiece of a wall of a collector) of steam generator PGV-1000 at presence of initial absent-minded
technological defects is determined only by a stage of devel opment of a crack through the ligament. Results of tests on
Kc are submitted in Table 3.

Characterigtics of K¢ for 10MnNi2MoV A stedl in an initial condition and after preliminary plastic deformation
of amaterial became received. It is shown, that K¢ at static loading for steel of this type el ectrodlag re-melting became
higher, than at steel open-hearth furnace melt, as an initial condition, and in a condition after preliminary plastic
deformation. Preliminary high-speed deformation (e = 2.5 ... 5%) and satic deformation (e =5%) cause decrease in
dtatic fracture toughness. And the cutting of compact samplesin longitudina direction Z causes more essentia decrease
Kic of the deformed materia, than in a material deformed with the same degree of residual deformation, but with a
cutting on cross-section direction R.

Influence of preliminary plastic deformation on low cycle fatigue of this type sted carried out on a material
melted in open-hearth furnace. Thus deformation carried out as a static loading, and dynamicaly with the help of
explosive processing (it is similar connection pipes in trumpet boards at manufacturing collectors of steam generators
PGV-1000). The degree of plastic deformation at static loading made e = 5% that was approximately equal to size of
deformation at explosive expanding pipes in awall of a collector. Results of tests of samples on low cycle fatigue at a
symmetric cycle of the set deformation in conditions of the elevated temperature (275°C the most typical temperature of
operation of cold collectorsfor which the greatest damageability while in service has been marked) have been submitted
earlier in work [4]. From the submitted data absence of influence of preliminary strain on resistance low cycl e fatigue of
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this type sted follows, and aso, as the subsequent after the rolling low temperature thermal processing does not
influence on low cycle fatigue of sted 10MnNI2MoV A.

Table3
Test resultson K¢ for 10MnNI2MoV A sted in various states

Met | é,s' | T,°C |Orientation| er, % | K,c, MPax/m
0 -140 R 0 53.5
-90 R 0 55.6
Z 5 415
10 -140 R 5 493
OHF % Z 5 46,5
R 5 50.5
Z 2.5 53.5
10* -140 Z 3.0 42.8
-90 Z 25 48.9
-140 R 0 62.5
0 -90 R 0 74.0
-60 R 0 115.0
+20 R 0 93.7
ER 140 R 3 68.8
% R 3 87.0
R 5 94.4

4, Conclusions

1

At rolling tubes in a wall of a collector of steam generator PGV-1000 a method of explosion in a material of the
crosspiece probably occurrence of absent-minded micro cracks and cracks which actualy are initial technological
defects. The specified technological defects reduce a service life of the crosspiece of a wall of a collector. In this
case theresource is determined only by a stage of development of a crack through the crosspiece.

Process of formation of such technological defects in steel 10MnNi2MoV A eectrodag re-melting at the accepted
technology rolling tubes occurs less actively in comparison with this steel of open-heart furnace melt.

After unitary deformation on 5 % mechanical properties of steel 10MnNi2MoVA change insignificantly, however
after dynamic influence of a similar level mpounoctaeie Characteristics appreciably increase, and plagtic — are
reduced.

High-speed dynamic and static preliminary deformation of steel 10MnNi2MoV A eectroslag melt does not render
influence on growth rate of a fatigue crack in the investigated range of factors of stress intensity factor. The same
effect can be noted and for steel of a open-heart furnace melt, but only at static deformation.
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Abstract

The paper deals with the model for determination of optimal vehicle durability time depending on life cycle costs and
failure intensity. This method adopts two separate approaches. The first approach is based on the life cycle costs
calculation, and the second on the determination of failure intensity relation. The whole life cycle of vehiclesis divided
into particular stages that are characterized by the type and the amount of expended costs. The paper presents a general
model of life cycle cost of vehicles. Life cycle cost of vehicles in the operation stage is the focus of special atention.
KEY WORDS: vehicle durability time, vehicle life cycle costs, failure intensity, costs on maintenance, amortization
vehicles.

1. Introduction

The initial programme of the vehicle maintenance is often daborated in cooperation between a supplier and a
user, and is prepared before the vehicle is put into operation. However, this maintenance programme is not always
optimal. Therefore, immediately after the commencement of operation it is very useful, to initiate data collection on the
actual course of degradation and failure occurrence, including the cost demands, i.e. to create a dynamic maintenance
programme. This programme makes possible to calculate the life cycle cost (LCC) and failure intensity, which can be
used for the assessment of the vehicle durability life assuming that the recommended reliability is kept.

The primary guidance for vehicle life cycle cost evaluation is a sandard. According to this gandard the vehicle
life cycle cost can be divided into these five periods:

- concept and demand determination period,
- design and devel opment period, } purchase costs,
- manufacture period,
. operating state and maintenance period, -— proprietary costs,
- disposal period, - liquidation costs.

2. Model Design for Vehicle Durability Time Deter mination Depending on Life Cycle Costs and Failure Intensity

For the optimal mean time determination of the vehicle durability timeit is necessary Fig. 1:
1. tocarry out the calculation of vehicle life cycle cost; for thispurposeit is necessary to be familiar with
- the purchase costs of the vehicle and its amortization,
- costs on operating Sate,
- vehicle maintenance costs,
¢ corrective maintenance costs,
¢ preventive maintenance costs,
- liquidation costs.
2. tocarry out failureintensity calculation.
3. to determine the vehicle mean time on the basis of the curve course of the vehicle life cycle cost and the curve
course of failure intengty, so called vehicle durability [1].

3. Vehicle Dur ability Time Deter mination Depending on Vehicle Life Cycle Cost

3.1. Calculation of selected life cycle costs
Ceam = Cpa + Comc + Cowp (@)

where Cpay islife cycle costs; Cpa is costs on vehicle purchase and amortisation; Coyc iS corrective maintenance costs,
Cowp IS preventive maintenance costs.

3.2. Cogts on vehicle purchase and its amortization

The actual value of a vehicle during its operation shall be calculated from costs on vehicle purchase reduced by
its amortisation. Costs on amortisation include the vehicle age and kilometrage.
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The data collection and sorting about the operating state vehicles

!

Calculation of selected life cycle costs

Cram = Cpat Comct Comp

!

Analysis of selected life cycle costs

!

Calculation of failureintensity
E[N(t +Dt)- N(t)]

Dt
Failure intensity anaysis

Determination of optimal durability time ty on
LCC and failure intensity basis

Z(t) =lim

Isoriginal ty =ty
proposed?

Existing interval of vehicle
durability time shall be retained.

Interval of vehicle dur ability
time shall be modified.

Fig. 1. Mode for the determination of vehicle durability time

a) Costs on vehicle purchase. The vehicle purchase cost can be expressed by the following eguation:

Cp =Cep +Cpp +Cy +Cs+Cq 2

where Cp is costs on concept and demand determination period; Cpp is costs on vehicle proposal and devel opment
period; Cy is costs on manufacture period; Cs is costs on vehicle sale period; Crg iS costs on repair during guarantee
period.

b) Vehicle amortization calculation. Basic amortization (Cpa) is calculated as the arithmetic mean of a percent
reduction for operating state time (Ca7) and percent reduction for a number of kilometres (Cao) according to
amortization scale [3].

Cen = (CAT +CAO)/ 2 (©)

3.3. Codts on vehicle maintenance

a) Costs on corrective vehicle maintenance. The total cost amount necessary to expend on vehicle repairs
during its operating state depends apparently on the number of failures which occur in the vehicle during its usage, and
on the cost amount necessary to remove each failure. If the failureratel isregarded as a measure of reliability leve, it
is possible to use the following equation for repair support costs[2]:

Comc,;, = A Zn) i Cg, OF (4)
Lt

fCOMC =Cr QOE dt, or (5)
C

Comc :f_Rt (6)

where Coyc IS corrective maintenance costs during operating time t; t is operating time in kilometres; i is determined
value of theinterval in kilometres; j is number of determined intervals|; z, is failure intensity in interval n; Ey) is mean
time between failures depending on mileage t, cal culated with Weibull distribution; & ismean time between failures; cg
is average cost on one failurerepair, consisting of costs on material and costs on work.
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b) Costs on vehicle preventive maintenance. The costs include the scheduled costs of the maintenance which is

done in accordance with the determined time plan for vehicle maintenance.

Total costs amount which will be necessary to spend on preventive maintenance during operating state
apparently depends on the number of preventive maintenance actions which are necessary to be done on the object
during its usage, and on the costs amount necessary to carry out these preventive maintenance actions. For the costs on

preventive maintenance the following eguation can be used:

Comp =t €, (7

where Copp iS COSts on preventive maintenance during operating timet; t is operating time in kilometres; ¢y, is average
cost on ensuring preventive maintenance, consisting of costs on material and costs on work relating to an operation time

unit.
c) Total costs on vehicle maintenance. The total costs on vehicle maintenance consist of preventive and

corrective maintenance.

Cowm = Comc + Comp 8

3.4. Determination of vehicle durability time upon selected life cycle costs
Thisis one of possible methods employed for the determination of the vehicle life cycle. The determination of
vehicle durability time based on LCC may be performed in two ways.

a) By deducing optimal life cycle costs directly from the graph.
b) By determining optima life cycle costs using points of the elaborated graph through which a suitable regression

curve shall belaid. This curve is expressed by an equation of function f(x). For expressing the function equation,

Matlab software may be used, or any other that meets required conditions. Calculation procedure:

- Finding alocal extreme of the function within [0, Tp] domain, where Ty, is vehicle durability time. The calculation
is performed with the first derivation of function f'(x), where the following applies:

t(xo)=0. ©)

Theresult isalocal extreme within interval [0, Tp].
- Finding a strong local minimum of the function within [0, TD] domain:

(%) =0, (10)

After the function minimum within the searched interval [0, Tp] is determined, it is necessary to determine the
value of vehicle durability time. It is recommended to determine optimal mileage interval which is 5 to 10 % higher
than the cal culated value of the minimal costs, see Fig. 2.
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Fig. 2. Example determination of optimal durability time depending on costs for vehicle Land Rover Defender [2]
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4. Vehicle Durability Deter mination Depending on Failure Intensity

The second method of determining optimal vehicle durability time is based on the calculation of failure
intensity formula (11). Failure intensity z(t) is the limit, if this exists, of the ratio of the mean number of failures of a
repaired item in atimeinterval (t, t + At), and the length of thisinterval At, when thelength of the timeinterval tendsto
zero, given that theitem isin an up state at the beginning of thetime interval.

20= Jim E[N(t+g)- N ()]

(11)

where N isthe number of failures in theinterval (O, t); E is denotes the expectation; t + At isthetime interval.
Generally we can divide failure intensity into three different stages:
- inthefirst gage of failureintensity thereisa steep grow;
- in the second stage failure intensity oscillates around a constant value. The probability of failure occurrence in a
random moment is practically the same. Periodical oscillation z(t) is caused by periodical maintenance;
- in the third stage there is a rapid grow in failure intensity and further usage of the vehicle becomes uneconomic, and
therefore it is necessary to consider vehicle liquidation or to carry out so called overhaul.
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Fig. 3. Example expression of failure intensity-kilometrage dependency for vehicle Land Rover Defender [2]
5. Conclusion

The article describes two possi ble approaches to the determination of optimal vehicle durability time. To carry
out this task successfully, it is necessary to collect and sort data on the occurrence and relevancy of failures, costs on
failures removal, preventative maintenance costs and costs on operating state. The article shows two separate
approaches to the determination of vehicle durability time. The first solution is based on the vehicle life cycle cost
calculation. In the second case, the failure intensity calculation has been used. In this case, the vehicle durability time
for the Land Rover Defender was calculated at 250000 km. This results from the calculation using both
abovementioned independent methods.
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Abstract

The hardness, microhardness and microstructure of steel 25Kh1M1F after tensile plastic deformation are studied in this
paper. Using the gtatitical analysis of the data on the microhardness, the effect of the deformation temperature on the
microhardness variation coefficient, which is one of the numerical characteristics of the material damageahility, has
been established. The microstructure of the specimens was investigated by SEM and TEM microscopy.

KEY WORDS: Hardness, surface, deformation, defects, damage, anisotropy.

1. Introduction

Up to now a great number of the methods to control the physico-mechanica parameters of a plastically
deformed material have been known. The choice of the method of investigation is usually caused by the sensitivity of
the material under study to variations in the material damage [1]. The hardness and microhardness are among the
parameters characterizing the mechanical properties of structura materials. The statistical analysis of the hardness and
microhardness makes it possible to explain the basic mechanisms of damage accumulations after exposure to different
modes of deformation and to assess the degree of their spread. The scattering parameters depend, to a great extent, on
the conditions of deformation as well [3-5]. In particular, the temperature that increases the deformability of the
material and homogenizesthe microstructureis one of the most important influencing factors[6].

2. Testing Procedures

The aim of the present work is to establish main regularities of the temperature effect on the micromechanisms
of deformation and ferritic-pearlitic steels and to estimate the material hardening based on the equation:

y =In(F,/F) (1)

where Fy, F aretheinitial and current cross-section areas, respectively.

The hardness was measured using a Super Rockwell hardness meter at an indentation load of 150 N. The
mi crohardness was measured on a PMT-3-type device at an indentation load of 1.0 N. The microstructure of specimens
from sted 25Kh1M1F in their initial state and after tensile deformation was studied using a transmission electron
mi croscope type TEM-125K and scanning el ectron microscope SEM-106l.

The material hardening as a function of the test temperature and plagtic strain value was determined from the
hardness and microhardness, whereas the nonuniformity of the material hardening (inhomogeneity) by the method of
the statistical processing of the results of the microhardness measurements [4]. The coefficient of variation of the
studied parameter was determined by the formula:

S
n, :?H 2

S|k
- Qo

where H is the mean value of the studied parameter, H = H; ; n isthe number of measurements, H; — is the

i=1

i . . 1
current value of the studied parameter; s ., isthe mean-square deviation, s ,;, = \/—

3. Plastic Strain Effect on the Changein the Didocation Structur e of Steel

All the 25Kh1M1F sted specimens have been prepared for microstructure analysis using standard
metall ographic practice 5% nital is used as etchant. Volume fraction of pearlite is measured by point counting method
and grain size is measured. Scanning microscope micrograph of asrecelved 25Kh1M1F sed specimens at
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magnification x100 is shown in Fig. 1. Here black region depicts pearlite and «white» region is ferrite. The average
grain sizeis30... 40 um.

WD=7.8mm 20.00kV _ x400
a

Fig. 1. SEM (8 and TEM (b) micrograph of ferrite-pearlite structure of 25Kh1M1F sted in the initial state and
structure after maximum plastic deformation

Stedd 25Kh1IM1F of the load-bearing layer belongs to steels of the ferritic-pearlitic class (Fig. 1, 8). In the
nondeformed material, there was revealed the presence of structurally free ferrite, pearlitic colonies situated in different
parts of ferritic grains and carbide inclusions of an elongated and globular shape. The dislocation microstructure of steel
25Kh1IM1Finitsinitial state hasareticular and partially cellular didocation structure (Fig. 1, b).

After plagtic deformation of the ferritic-pearlitic steel 25Kh1M1F, at atemperature of 600°C, with an increase
in the strain, the reticular and partially cellular dislocation structure is transformed into the following structures. the
tangle and cellular nondisoriented structure; the cellular disoriented and partially fragmented structure; the areas of the
completdy fragmented disocation structure are formed (Fig. 1, ¢). The character of the processes involved in the
formation of dislocation substructures is indicative of the processes of self-organization of the deformed material. To
every substructure of the material there corresponds a proper range of the did ocation density [7].

4. Effect of Temperature on Hardening of the Deformed Steel

In this paper the influence of temperature of deformation on microstructure and hardness of hesat resistance
sted (25Kh1M1F) was investigated. The dependence of the hardness and microhardness of stee 25Kh1M1F upon the
actual necking was studied after tensile deformation at temperatures of 20°C, 375°C, 600°C (Fig. 2).

The intensity of hardening is governed by the initid hardness (microhardness) of the material and its
microstructure, which determines the magnitude of the hardness (microhardness) increment at various degrees of
deformation. The material properties after plastic deformation depend on the changes in its microstructure. Asis seen
from Fig. 2, a considerable reduction in the rate of increase in the hardness (microhardness) is observed in steel
25Kh1IM1F a a temperature of 600°C, which is likely to be associated with the effect of therma change at this
temperature. High temperatures are responsible for the increase in the plasticity of materials, which contributes to their
self-acting reorganization, with the result that a free energy of grainsislowered. Thus, asaresult of the thermal change,
the dislocation density decreases, and the remaining dislocations form stable configurations in the form of low-angle
boundaries [6]. Thus, it is seen from Fig. 2 that the hardness (microhardness) of deformed steel 25Kh1M1F at al the
temperatures studied (20°C, 375°C, 600°C), depends on the actual necking linearly. The slope angle of the rectilinear
dependence is defined by the intensity of the material hardening at different temperatures.
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Fig. 2. Dependence of the hardness (a) and microhardness (b) of sted 25Kh1M1F on the actua necking at temperatures
of 20, 375, 600°C (The symbols are given in the Table 1, calculations are made by equation (3))
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In accordance with the experimental data obtained, the interrelation between the hardeness (microhardness)
parameters and actual necking at different test temperatures can be described by the linear dependence:

H=H,+ky (©)

where H, is the initial hardness (microhardness) of the material; DH is the increment of the material hardness

(microhardness) after deformation; k isthe coefficient characterizing the intensty of hardening.
The values of the parameters of equation (3) for steel and 25Kh1M1F at the test temperatures under study are
given in the Table 1 below.

Tablel
The parameters of equation (3)
o HO
Steel Symbol | Test temperature, °C H.. MPa ORB k
O 20 1359/ 75.3
25KhIM1F A 375 1750 68 1028/ 61.0
O 600 646/ 18.3
* the values of the coefficient for the hardness are presented in the numerator and those for the
microhardness are presented in the denominator.

5. Effect of the Plastic Strain on the Change in the Coefficient of Variation in the Microhar dness

It has been revealed that at the initial stage of the material deformation, the coefficient of variation in the
microhardness increases with various intensity at different test temperatures (Fig. 3), which is caused by the different
plagticity at different temperatures (different intensity of hardening). With the increase in the deformation temperature,
therate of increase in the coefficient of variation diminishes (Fig. 3).
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Fig. 3. Dependence of the change in the coefficient of variation of the microhardness of steel 25Kh1M1F (on the
plastic strain value at temperatures of 20°C, 375°C, 600 °C (The symbols are given in the Table 1.)

Under plagic deformation, the hardening — the transformation of the dislocation structure — occurs. At the
initial stage of deformation, the material hardening occurs at the local areas, which reveals itself in the considerable
increase in the coefficient of variation. At this stage, in the majority of cases, individua grains of the materia are
subjected to deformation, that is to say, the nonuniformity of deformation of the adjacent grains and their groupsis the
cause for the internal nonuniformity and localization of the plastic deformation. With the increase in the plastic strain,
the rate of increase in the coefficient of variation diminishes. Under further deformation, when the plastic deformation
gradually occupies the entire volume of the material, the material hardening is continued (both the hardness and
microhardness are increased). However, the coefficient of variation is stabilized since the hardening in the material
occurs more uniformly (Fig. 3). Further loading is accompanied by the increase in the microhardness but the rate of
increase in the material nonuniformity during deformation is reduced due to the mutua adaptation of structural
elements and their self-organization. Figure 4 shows the magnified SEM images of the surfaces with normal stress
fracture. The fracture surfaces of the specimens at 600°C were found to be covered with dimples. On the other hand, the
fracture surfaces of the specimensinvestigated at 20°C were covered with the quasi-cleavage zones and dimples.
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WD=32.2mm

Fig. 4. Fracture surfaces of the ruptured at 20°C and 600°C specimens after the tensile test

However, the low ductility fracture surfaces here at 20°C contained shalow and small size of dimple compared
at 600°C. Generaly, ductile fracture in 25Kh1M1F sted is frequently initiated by the fracture of precipitates of
inclusions or by their parting from the metal matrix, final failure then arises as a consequence of the coalescence of
voids formed in this way.

6. Conclusions

With increasing strain under conditions of plastic deformation of ferritic-pearlitic steed 25Kh1M1F, the
reticular and partialy cellular dislocation structure is transformed into the tangle, cellular and fragmented dislocation
structures. The mean value of the hardness and microhardness of the sted 25Kh1M1F under study increases linearly
with the increase in the plastic strain value. With the increase in the test temperature, the rate of increase is diminished
for the steed 25Kh1M1F. It has been found that with the increase in the plastic strain value, the coefficient of variation
in the microhardness of the plastically deformed steel 25Kh1M1F increases and reaches a plateau at certain values of
the strain. Thisis caused by more uniform structural changes and the decrease in the degree of localization of the plagtic
deformation.
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Abstract

In the paper the monitoring and control system of the intrapipe sealer, intended for carrying out repair work on the oil
pipelines, is considered. The system structure, its genera work principle, data transmission and reception algorithms
and the results of the experimental researches are presented.

KEY WORDS: intrapipe sealer, monitoring and control system, inlet flap, rod movement sensor, signal attenuation,
information signal transmission, data transmission algorithm.

1. The Structure and Designation of the Monitoring and Control System of the I ntrapipe Sealer

Intrapipe sealers are applied on oil pipelines for the performance of repair work. They are equipped by the

gaskets moved by the pressure of oil, what allows the shell to be fixed in the pipeline.
Standard sequence of performance of operations at repair work with the sealer useisthe following.

As sealer approaches therepair place, it is detected by the «beacon» signal.
A command to stop the pumpsis given.
A latch of the pipelineis closed bel ow the sealer position.
The pressure in the pipeline is rises until the entrance membrane of the hydrocylinder is destroyed. The
hydrocylinder piston moves and through the system of levers unclenches sealer gaskets. On the piston thereisarod
with grooves into which the mechanical clamps keeping the final position of the piston enter, and, hence, and the
pressure of the gaskets upon pipeline walls. At the expense of this the sedl er stops and keeps the hydrostatic pressure
of the column of ail.
5. Repair work on the pipelineis carried out.
6. After the end of the works the latches open, at inclusion of the pumps the pressure in the pipeline rises, the sealer

moves from its place and is carried away by an oil stream.

At present time for tracing and detection of the sealer location is used the CD—42 system, which consists of a
transmitting part («the beacon»), mounted on the sealer, and areceiving part (“the locator").

The experience of use of the intrapipe sealer at the RUE “Gomeltransoil Druzhba’ together with the CD-42
system hasrevealed its essential lacks:

1. Absence of the information on the real position of the piston of the hydrocylinder, and, hence, and about position of
the sealer gaskets.
2. A weak «beacon» signal owing to what on some sites of the pipelineit isimpossible to define the sealer location.

For sealer operation the pressure in the pipelinerises. As on many sites the pipeline is considerably worn out, a
large increase of the pressure can lead to its damage. One more lack of the given way of control is the impossibility of
the exact assignment of the sealer operation moment.

The monitoring and control system of the intrapipe sealer is intended for simplification of the search of the
intrapipe sealer, oil pipeline sealing process automation and monitoring.

Technica requirements for the monitoring and control system of the intrapipe sealer are the following:

- The detection device should duplicate functionally the basic functions of regular system of detection of CD-42.

- The control unit should open the inlet flap to start the sealing process on the command given from the land device.

- The rod moving measuring instrument should be mounted on the intrapipe sealer of the standard design or with its
insignificant adaption. Inaccuracy of the rod movement measuring should not exceed 10% from the rod full
movement.

~pOODNPE

. - i %Q, -
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Fig.1l. The seder schematics. 1 — the CD—42 system beacon; 2 — the membrane; 3 — the rod; 4 — the gaskets; 5 — the
antenna unit; 6 — the measuring unit
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- The device should provide the measuring information transmission from the pipe line for spacing interval not less
than 3 m.
- The device should keep its functionality at the pressure levels of SMPain the environment of oil.

2. TheMonitoring and Control System of the Intrapipe Sealer Block Ddiagramme

The monitoring and control system of the intrapipe sealer block diagramme is presented on fig.2, and
functional diagrammes of the land transceiving unit (LTU) and the intrapipe unit (1U) is presented on fig.3.

LTU

— —— o1l pipeline

///E ? Information signal
|
3

Fig.2. The monitoring and control system of the intrapipe sealer block diagramme: LTU — the land transceiving unit;
CID - the control and indication desk; EB — the eectronics block; Acc — the accumulator; AU — the antenna
unit; 1U —the intrapipe unit; MU —the measuring unit; IFCU —theinlet flap control unit

Receivi . Receiving . )
antmnrs H Preamplifier H Filter | antenna H Preamplifier H Filter '—
Internal Intemnal
radio redio
transmitter receiver L
LS +12Vv L > +12V Control desk
Accumul ator Accumul ator On Measurement
—> Ground —> Ground
- " l -
unit
s -12v Inlet flap = -12V | LCD |
control unit

~ Power Transmitting ~ Power Transmitting
| Generator ’|_smtoh ’| amplifier atema | Generator ’|_3Nitch ’| amplifier antenna
a b
Fig.3. Functional diagramme; a—IU; b—LTU

3. Calculation of the Signal Attenuation by the Pipe Walls

To define the requirements to the parameters of the transceivers transmitting signa into the pipe line and
reverse, it is necessary to calculate the signal attenuation in the environments "air—soil—pipe lin€". Passing each of the
environments will result in sgnal attenuation, however 90 ... 95% of attenuation will be determined by the pipe line
steel. Asamatter of fact, the pipe lineis the shield for magnetic fidlds. We will estimate the influence of this shield on
magnetic field attenuation in the pipe. The attenuation coefficient can be determined approximately [1] on the equation:

.. md
K=1+ 1
D @)

where: 4, is the relative magnetic conductivity of the shield material (steel); d is the shield walls thickness; D is the
diameter of the equivalent spherical shield closeto the cubical shield wall length.

Taking into account that the magnetized steel has i, =100 ... 1000, the attenuation coefficient will be;

(100...1000) >10 mm
800 mm

K=1+ =175..175

Let’ssimulate the magnetic field allocation in Elcut software. For this purpose we will build a project in which
the conductor with a current is disposed on certain distance from a pipe and compare values of a magnetic induction
with and without the tube in the same point. The simulation results are presented on Fig. 4.
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Fig. 4. The simulation results of the magnetic field allocation in Elcut software: a— magnetic field allocation with the
shield; b —magnetic field alocation without the shield

From results of simulation it is clear, that a magnetic induction in the point x = 0.15m; y = 0 misequa to:
- without the pipe; B = 1.1484 nT;
- with the pipe: B = 0.2554 nT.

Let's calculate the attenuation coefficient:

_1.1484
0.2554

K =4.496

According to[2], it is possible to apply the following method of the signal attenuation calculation.

Let's suppose that it is necessary to shield some field of room in an uniform magnetic field with intensity Hy,
for example cylindrical, so that field intensity in it was many times less, than intensity of an exterior field.
The cylindrical shield with the internal radius a, externa radius b has the relative magnetic conductivity i ,
(seeFig. 5).

Let’s mark theinternal areaas |, area of the shield body as |1, area outside the shield as l11.

Areas | and |1l has a relative magnetic conductivity equal to 1. Asin al three areas there is no current the
magnetic field in them is described by the Laplace equation N3 =0. Let’s suppose the shield to be stretched enough
along the z axis (the z axis is perpendicular to the Fig. plane); j ., depends only on co-ordinates r and a of the

cylindrical system. Let’s open the equation N3 _ =0 in the cylindrical system:

:El(rﬂ m)+ ﬂJ m =0

NE )
) roqrs qr r29a®

m

Solving it by the method of Fourier — Bernoulli gives the following:

for thefirt area j ,,' =¢ r+C200sa
é

"}

T

The shielded

area
shield

a

W
11
b

III

Fig. 5. Tothe calculation of the signal attenuation by the pipe wall



34

for thesecond area j ' =&C, +%gcosa
é 2

for thethird area j " =&C, r + L6 00sa
e re
Thejoint solution of all equations results in the potential expression in thefirst area:

2
i o' =Ho 23 cos(a)

or passing to the Cartesian reference system (the x axisis directed upwards, X = r cosa)

2

mI = HO2qb
D
Whereq:er»i; D=hb?- bzaz; b :nzr—-l»l_
(1+ rrbr) er nEr +1
Field intensity in the first area (modul 0):
yi=Bin L, 20b7
Ix )

Thereation of field intensity inside the shield to the intensity of exterior field Hy:

2qb* 4 Pp?
» > >
D m, b°- a

2

H
H

Cdlculation under the formula (2) for the given geometrical sSzes gives the following result:
4 b

m, b?- a

Apparently, calculation under formulas (1) and (2) gives values of the same order.

At any mvalues the signal atenuation increases with frequency magnification and that faster, than steel
magnetization is less. The maximum level of the transmitted signal will be observed in the field of low frequencies.
However it is necessary to notice, that build-up of the communication channel in the field of very low frequencies is
problematic for the reason of unrea big required dimensions of the receiving and transmitting inductors (antennas). The
conciliatory proposal isthe work in arange of frequencies 20 ... 25 Hz when the transmission factor is about the level of
0.1 at the medial value of the pipe line steel magnetization.

For the operation of the monitoring and control system of the intrapipe sealer transceiver the frequency of
22 Hz is selected, considering the following:
- the operation frequency must not be multiple to the cathodic protect stations pul sations frequency (100 Hz) and to the
network frequency 50 Hz;
- compatibility with the locator of the regular CD—42 system;
- sufficient speed of information exchange between land and intrapipe units.

:— > =0.81 or, at my =100 ... 1000, the attenuation coefficient isequal to 1.24 ... 12.4.

4. Experimental Research of the Conditions of the Signal Transmission Between IU and LTU

Experiment Ne 1. The research of impulse attenuation by the magnetic shield. For the experiment realization a
special sted container with the wall thickness of 12 mm. was made, into which the |U transceiver circuit was put. The
scheme of experiment isdemonstrated on Fig. 6, and the digital results of the experiment are presented in table 1.

Power |} |Transmitting
supply unit

Receiving | | Power Power Transmitting Receiving Power

unit Supply supply unit unit Supply

|=4m
a b
Fig. 6. The scheme of experiment Ne 1: a— |U isnot placed into the shield; b— U is placed into the shield
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Table 1

Theresults of the experiment: the research of impul se attenuation by the magnetic shield

The experiment conditions

The amplitude value, V

IU isnot placed into the magnetic shield

3.5

IU is placed into the magnetic shield

0.23

Experiment Ne 2. The dependence of the signal amplitude on spacing interval to the receiver (the transmitter is

inside the shield).

The scheme of experiment is demongrated on fig.7, the digita results of experiments received at various
values of spacing interval between LTU and 1U, placed inside the shield, are presented in tab. 2 and on fig. 8.

Power || |Transmitting
supply unit

Fig. 7. The scheme of the experiment Ne 2

Receiving Power

unit Supply

Results of experiment: dependence of amplitude of a signa on
spacing interval to the recipient (the transmitter isinside the shield)

Lengthl, m The amplitude value, V
1 9
16 3.3
2.3 1
3 0.85
35 0.47

10

®

U,V
6
4

()
2
0 MR
0O 1 2 3 Im 5

Table 2

Fig. 8. The experimental dependence of the signal amplitude on spacing interval between the receiver and the

transmitter

5. Algorithms of the Data Transmission and Rreception

IU in a regular mode works in the «beacon» mode, i.e. it produces packs of impulses with the duration of
0.36 s and the following phase of 1.45s. (for the compatibility of the device with the CD—42 locator system), as is
shown in Fig. 9. In thetime interval when impulses are not transmitted, 1U istuned on reception.

I 1U detects the beginning of the request signal, the «beacon» signal is not sent. After the request reception 1U
shapes a code sending (Figs 11, 12), containing the measuring information, and beginsits transmitting.

Launching bit S corresponds to the logic «1», and the data bits DO-D3 encode the measuring information in
the binary code. The parity bit P supplements the data code to parity.

U
AL ITAATATATA
VUVUVUVY VUVVVUUY

Fig. 9. Time charts of the «beacon» signals
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Fig. 10. Therequest sending: a— the «beacon» signal from |U; b — therequest signal from LTU

s |po | D1 [ D2 [ D3 | P |

Fig. 11. The format of data sending: S— launching bit; DO-D3 — data; P — parity bit

U

\AAAAAAAAAAAAAAARAAAAAAD AAAAAARAAARAD
VUUUVUUTUUUUUURUUvuuuY IR

0.36 0.36 0.36 0.36 0.36 0.36

S DO D1 D2 D3 P

Fig. 12. The example of sending «1011» code

6. Conclusions

1. The structure and the working principle of the monitoring and control system of the intrapipe sealer have been
determined. Taking into account the conditions of its operation the optimum transmission frequency of the operating
and measuring information (22 Hz) have been determined.

2. All eectronic blocks of the intrapipe and land transceiving units are designed, produced and experimentally verified.
The IU «beacon» operating mode is provided so that its signal is detected by the regular CD—42 |ocator system.

3. Experimental verification of the information signal transmission conditions from IU to LTU and reverse has been
carried out with the change of various affecting factors. spacing intervals, complementary shielding of the
environment, voltage level of the self-contained supply. The results of the experiments indicate the correspondence
of the designed device to the requirement specification.
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Abstract

In this day's the permanent increase of traffic in urban areas becomes a topical issue related to public transport routing
accuracy and accurate performance of following the schedule. These problems often caused traffic jams and other
unforeseen stopping reasons, but sometimes this reason of such delays is behavior of urban public transport drivers.
Therefore, it is proposed to develop a control system and its operational agorithm, which he ps the driver to follow the
timetable with maximum precision and increased quality service for the passengers.

KEY WORDS: dectric transport; embedded systems; intelligent control; control algorithm.

1. Introduction

The offer system will significantly increase electric transportation routing accuracy (at the time), helping the
driver to drive atram directly to the driving speed, which will guarantee the exact arrival passenger stop.

The system also allows more efficient use of eectricity, since often the driver's actions contribute to the fact
that there is no maximum saving in eectrica consumption (improperly giving unnecessary acceleration and then
braking sharply, respectively). All of thisleads to the excess power consumption, both- at different electric transport (in
our case, thetram) and node excess wear and tear. Under these circumstances, suffering the passengerstravel comfort.

In therea system would need to equipped tram with a controller, tranamitter, through which the control center
could receive data on their location and various sensors, which supply the controller with a control program of the
requested data.

View topic is chosen because the automatically controlled systems are large devel opment opportunities in the
future.

2. Purpose and Tasks

The authors aim to design an algorithm and implement an accurate guidance system for e ectric transport.
The main tasks are;
- Analyze theintelligent transport system and define its objects;
- Define the activitiesin the system and interactions between its objects;
- Develop the éectric transport control algorithm;
- Implement the algorithm in " Step-7" programming environment.
Realization of the program using computer software, controllers and stalls equipped with two traffic lights and
low power DC motor.

3. System Description

One of the main hubs of the proposed control system is controller C that isinstalled in the tram, and processing
al the information necessary to regul ate the movement of the tram by control of tram eectric engine E. This operation
requires a controller program, after which it also will make all necessary calculations.

As we aready known, before beginning any program of writing is required of the program agorithm
development. The algorithm is a precise prescription of atask. In other words, the agorithm tells the programmer how
to program a given controller, providing every possible situation and error, without any diversion of the set operating
principle

o C [ V'S — voltage source
5 S—switch
M M —load moment
v v E — DC motor

VS S E C —controller

Fig. 1. Engine control systems principle scheme
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Be described in eectrical control system of operation will be as follows. Tram will take a particular route
(Fig. 2.), which will cross over anumber of passenger stops, arrival in the exact time specified.

Passenger stop coordinates, or distance from the route to the departure station and arrival time of those
programs will be entered into the table, which can provide alarge enough number of stops on the data storage, allowing
it to enter the whole movement stops on theroute list. Each road section between points will be used directly to stop the
upcoming data.

Xs Xr—. Xpl Xp2 Xp3
i i i il

Fig. 2. Motion routing scheme

The program alows driving the tram without unnecessary additional equipment, since it is sufficient that the
tram will be equipped with a positioning sensor, but the known coordinates of the stops will be given the same program
before starting the movement aong the route, which will be dispensed without any data exchange between trams and
passenger stops. The respective data flow directions between the master control program and data table shown in the 3nd
figure, which shows that the main program receiving data from the data tables, send them to the processing of the sub,
which aso performs all the required tram traffic management functions. Passengers stop coordinates, or time of arrival
changesthe case, thereis aways a possibility to effectively implement the necessary adjustmentsto the data table.

Tram management program using the data to meet the approaching stop activities that one way or another be
related to the movement of thetram ridein the required speed or stopping exactly stop.

The required speed of calculation principle will be as follows. Knowing the time at which the tram is due to
arrive on the bus, and the rest of the way to stop this will be calculated for average speed, which should take the
remaining road section. In case of unexpected stops (stopper, the barrier materia or delays in the stop, etc) needed to be
converted into speed and movement will take place with this new highest speed. Thisrequired the speed cal culation will
keep the program at each processing cycle, which will provide fast and precise speed needed for a change.

Stopping or slow downing will simulate a supply of specially intended for the controller input signal, which
will drop the engine revolutions, after which can be observed as the speed increases when compared with the speed,
which has previoudy been unexpected braking.

The stopping principle will be that, if fulfilled the condition that the distance to the passenger stop is less than
the distance by tram traveled slowing it to a certain braking acceleration (which is suitable for passenger convenience
and safety), then the signad is fed to the fact that the voltage pulse width is reduced by one percent. This operation will
result in the cyclical performance of the tram stop directly in the desired route.

Stopping in the passengers stop (raisng the level of automation control algorithm) will be provided a specific
tram waiting time, which isrequired for passenger service. Thereal world this waiting time, passenger security interests
can be controlled by the driver, since the main objective of the algorithm, however, follow the schedule associated with
the arrival of stops.

In the next step we can see all the objects and components that will be involved in the control system, as well
asthe variables that characterize these objects.

1) The main objects that will be used for our tram management modd:

- Tram (T);

- Passenger stop Nr. 1;
- Passenger stop Nr. 2;
- Passenger stop Nr. 3.

Sensors

v Management program

Main program

=,

Data table Subprogram

Control scheme

Fig. 3. Data flow chart of management program
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2) Components of tram which includes the above-mentioned principal objects:
- Positioning sensor (Py);
- Rotation speed sensor (Ay);
- Speed sensor (Au);
- Completed road sensor (Veg);
- Braking distance sensor (By);
- Trangmitter (R).
3) Variables of tram corresponding to the above attractions:
- Coordinate Xr;
- Engine speed w;
- Speed V,
- The completed road Sr;
- Stopping distance at the current speed S, .
Passenger stop:
- Coordinate Xp .
Formula’swhose used in the calculation algorithm. Tram compl eted road:

S =Xy, m D
Tram breaking distance
Vi 2

Sor=2—a,m )

The distance from the tram, to the passenger’ s stop
Sip = Xp- Xg,m 3

Breaking time

tbr :?,S (4)

Time to stop the motion at constant speed V+:

g = j_: s (5)

Braking distance and the distance to the stop the comparison:

Sy £ S (6)
Theremaining travel time to the next stop
ta =tp = tiekosaiss S (7
Required speed
Viepiec = tSr—P , m/s (8)

atl

Formula for obtaining the required parameters of the tram. Engine speed
W =(Ujp - 40) 70, min™* (9)

Simplify the calculation it is assumed that at 40% pulse width of the engine speed is already equal to zero, but
at 100% of the voltage pulse width speed is 4200 min"*. Tram speed:

_2pwR

Vi , m/min (10)

p

where R—thetram whed radius, m; R, = 7.36 —reducer gesr rétio.
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Tram speed

Vs = KV gun » /s (11)

where k = 0.27777 —the cal culated ratio.
Formulas for calculating the parameters of trams require full algorithm development. In redlity, these
parameters can be obtained from the relevant employers, to which will need to calculate these values management

program.
4. Algorithm for Task Solution

After all the necessary ingredients of the preparation can begin to draw up the algorithm, after which will be
built above the control program, and will be implemented in a programmable controller.
Operational agorithm:
Step O: Initialization: Uiy = 41%; i = 1.
Step 1. Read data from the sensors Vr and Sy -
Step 2. If M0.11 1, start timer T38 to time the time the route will be enough to complete rout.
Step 4. Read next stop data from data base Xpi , tp; .
Step 5. If VW1998 < VW98 and if Sionr 3 Xp, theni =i +1VW1998 = VW1998 + 1.
Step 6. Call Tram control subroutine.
Step 7. Return to Step 1.
Tram control subroutine
Step 1. Calculate remaining distance between vehicle and passenger stop on route Syp .
Step 2. Calculate remaining time for arriving in passenger stop — tay
Step 3. Calculate necessary vehicle speed — Viggiec -
Step 4. Calculate necessary breaking timet, .
Step 5. Cal culate necessary breaking distance between vehicle and passenger stop according current speed — S, .
Step 6. If M0.31 1, then start timer T34t0 3 s.
Step 7. If timer is overflow, then set addressM0.3 = 1.
Step 8. 1f M5.31 1andif Sy > Spp, then Uiy = Uimp - 1.
Step 9. If M5.31 landif V=0, then M5.3 =1 Set.
Step 10. If M5.3 =1, then start timer T201.
Step 11. If T201 = 1 and if M5.3 =1, then Ujmp = Ui + 1.
Step 12. 1f V723 0, then M5.3 = 1 Reset.
Step 13. If addressand M1.31 1 and vehicle moving speed is smaller then necessary speed for vehicle and smaller then
20, then increase Uy = Uinp + 1 (speed increasing).
Step 14. END of subroutine.

5. Numerical Example

For example, you can view the following situation. Tram begins route movement from the starting point, or
end-stops and starts to approach the station P1. Immediately after the departure of the route from the departure stop
coordinates and arrival timetables areread first stop data, which will be used for future management of the tram.

The motion changed during the tram traveled path (coordinates), respectively, decreasing the distance between
tram stops and in front of the Syp.

The motion at the start of the distance to the next stop is 1000 m and the arrival time of it after 80 s. Followed
by the first moment of the required speed will be calculated as:

S;p _ 1000
Viepiee =—— =—— =125m/s
E Tty 80

Next, assuming that the motion at t; = 20 s since the beginning has been a driving need to stop, t, =5 s, since
that time have the necessary speed will be:

Here the example of simplification is not respected the time that islost during braking and make speed up (up
algorithm it is observed).
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6. Testing

The real agorithm for checking equipment was involved in bench (fig. 4.) situated in the indugtrial
programmable controller for Simatic 224 xp (1),, “Ethernet” block (2), the power supply unit (3), fuse (4), router (5)
through which only made wirel ess connections to computers, two traffic lights, (6) DC motor (7).

Fig. 4. Stand

When starts running “Step-7" program, was connected to the controller and loaded up the program. “ Simulink”
medium was prepared by the open model, which graphically depicted the different parameters.

This model was connected to the controller with the program “PC Access’ assistance, which provided
continuous exchange of data between the controller and the model.

Traffic signal lights were used at the control system controller 24 V output.

Engine control was used in the controller output, which generates a voltage with variable pulse width. It was
practically the only size that was controlled and enrolled in redlity, in other calculations required values were obtained
by leaving them directly from this parameter.

When you run the program where simulated tram movement initiation, which could be inferred from the
engine speed climb. "Simulink" environment was admitted to the tram modd of speed traveled path versus time
(Fig. 5.), who moved after the passenger stop time and the coordinate list, which is depicted in the Table 1.

00— e

u

o
I

Fig. 5. Tram speed and traveled path dependence of thetime
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Table 1
Passengers stops data
Nr. Coordinate X, m Arrival timetp, s
1 1000 100
2 1900 200
3 3200 290

From the results, tram is running directly, to the required speed and arrive at exactly the passenger stop time
specified, in addition, shows how breaking at path point between the first and second passenger stops, on the road
bel ow isincreased speed due to lost time.

7. Conclusions

From given results it is impossible to conclude, that the established dectric tram control algorithm provides
accurate tracking of stops on the schedule time, when driving the tram directly to the speed of what is necessary to the
timely arrival of the stop (with some seconds accuracy).

The developed control algorithm also ensures the brake before the tram stops with a specific set an
acceleration.

Experimental works with stand where was obtained results confirmed the quality of algorithm and written
program.

The topics, for the development is to create the algorithm, involving aredl device such as sensors that smulate
the occurrence of an obstacle.

The program can create in order to notice the traffic lights, who would also direct make a stop at them,
dividing the total route into the smaller pieces, which increase the overall accuracy of the program.
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Abstract

This paper was conducted to forward a plan related to utilization of the first generation biofuels in cogeneration output
cyclein Lithuania and to serve as a reference for other researchers working in the field of combined energy production.
Thefirst part of the report focuses on existing pecularities of the diesdl engine performance and evaluation of obtained
results. The second part focuses on economical criterions specific to the Republic of Lithuania and their implemetation
following the up—to—date practice in other countries.

KEY WORDS: CHP, combined energy, energetic independence, first-generation biofuels, liquid biofuels.

1. Introduction

Liquid biofuels are increasingly being put forward as a renewable fuel for Combined Heat and Power (CHP)
plants [1, 2]. Many CHP systems involve heat transmisson through distances of 10 ... 50 km (decentralised and
centralised CHP plants). In some regions, pure heating plants are attached to a district heating grid [3].

CHP uses fuel to provide al or apart of the electric energy and thermal energy output to afacility at an overall
energy efficiency that is greater than what would be required if the electricity and thermal energy were being provided
separately. CHP systems use fuels, both fossil and renewable, to produce electricity or mechanical power and useful
thermal (heating and cooling) energy far more efficiently and with lower emissionsthan conventional separate heat and
centralized power systems [4].

CHP systems need a balanced relationship between the therma energy supplied and the electric power
produced that depends on the type of CHP system being used. It is also normally important to have thermal |oads that
are coincidental with the electrical load to make CHP cost effective. The use of therma energy storage is not typically
economic unless the electrica rate sructure has a heavy demand charge. Hence, most CHP facilities use the thermal
energy at thetime it is produced and so thermal energy demand should match the time that electrical energy is needed.
A facility can be designed to match either the thermal or electrical load of the facility. If a facility is designed to meet
the thermal load, the difference between the eectrica power produced by the CHP system and the power required by
the facility must either be sold to others or purchased from the grid. Conversaly, if the facility is designed to meet the
electrical load, energy to meet the thermal [oad will either need to be supplemented or disposed of [4]. CHP technology
should be considered in geographical areas where electricity rates are high, fuel costs are low, and for applications with
arequirement for both dectricity and thermal energy.

Need to admit, that the nature of the fuel itself has a great influence on combustion—generated emissions [5-8].
By the method of data collation an important details and peculiarities about the exploitation properties of the liquid
biofuels and derived blends were spotlighted.

The aim of the present work: to examine the use of first-generation biofuels for stationary decentralized energy
generation under conditionsin Lithuania, focusing on both environmenta and economic aspects.

2. Material and Methods
2.1. The Electromechanical System and L oad Performance

The electromechanical system is composed of a 4.2L T40M tractor diesd engine D-144 with mechanical
power of 37 kW at 1600 rpm, coupled with an asynchronous generator AKB—82—4UZ of 55 kW. Specifications for the
natural aspirated, direct injection, four—cylinder engine are as follows: bore/stroke — 110/120 mm; compression ratio
16.5; piston bowl shape — dished piston; No. of fud injector holes — 3; initial fuel delivery starting — 25+1° before top
dead center; needle valve lifting pressure for all injectors — 17.5 + 0.5 MPa. The crankcase was fulfilled with 11L of
motor oil M—10G,K.

D-144 engine torque measured via dynamometer with 2% accuracy. The revolution frequency of the
crankshaft measured with a digital tachometer Tessa—1 (accuracy: +1%). The engine speed was kept constant at 1600
rpm. High load mode (0.650 MPa) related to those applied in cogeneration plants has been selected to discuss the results
of engine brake test.
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Fig. 1. The electromechanical system applied for establishment of engine performance characteristics

2.2. Tested Fuels (Abbreviations, Acquisition)

- Diesd fuel (DF) / Dyed diesdl fuel (dDF) produced by SC “Mazeikiy nafta’ refinery;

- Rapeseed oil (RO) produced by JSC “Rapsoila’ asaraw material for biodiesel production;
- Rapeseed oil methyl ester (hereinafter RME, biodiesel, B100) produced by JSC “Rapsoila’;
- B50/dB50 hiodiesd blends (50% RME + 50% DF (or 50% dDF)).

2.3. The Gas Analysis System

Analyzers of gases manufactured by Instruments Techno Test Inc., models Technotest 481 (CO: 0 — 9.99%,
accuracy: £0.01%; HC: 0 — 1995 ppm, accuracy: +2%) and Technotest 490 (Smoke opacity: 0 — 100%, accuracy:
+0.2%) were used. Before carrying out of the experiments Technotest equipment was calibrated at State Metrology
Service, established under the resolution of the Government of Republic of Lithuania. The level of nitrogen oxides was
measured using an analyzer manufactured by Bacharach, Inc., model PCA—65 (NOy: 0 — 1000 ppm; accuracy: £2%).

2.4. Diagnosis of the Economical Situation

Economical calculations and arrived suggestions related to utilization of the renewable types of liquid fuel in
cogeneration output cycle providing areliable, rational guide to action were obtained following Department of Statistics
to the Government of the Republic of Lithuania, PSRC Resolution No. 206 N [9], Schneider [10] and Law on Energy of
the Republic of Lithuania[11].

3. Results and Discussion
3.1. Engine Performance (BSFC Rates and Exhaust Emission)

Table 1 shows the brake specific fuel consumption (BSFC) for the three fuel groups at the full load engine
condition. Since the energy per unit mass of B100, B50/dB50 and rapeseed oil was lower than diesdl fuel, the fuel
consumption had to be higher to maintain the same brake power. At high load condition 0.650 MPa, the torque and the
RPM were kept constant, so the brake power was also constant. There was a 15% higher BSFC rates measured for the
B100 than both, the fossil diesel fuel and dDF. Brake specific fuel consumption rates for rapeseed oil and B50/dB50
blends seemsto be increased for 5% and 8% respectively, while comparing to conventional diesd.

In general, the replacement of pure DF/dDF by RME causes a decrease in emission level of carbon monoxide
dramatically, by 54.1%. Mug to admit, the emission of carbon monoxide diminishes when operating high—speed diesel
engine a overloaded mode conditions. Under given testing condition the biggest CO emission was generated by diesel
fuel whereas pure RO exhibited by 49% lower emission. While compounding DF with biodiesel fuel in equal
proportions (v/v), the mentioned above emission changes remain in good agreement with higher combustion efficiency
obtained for pure biofuels of first generation.
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Tablel
BSFC rates and exhaust emission changesin comparison to diesel fuel
Type of fuel / Measured parameter B100 B50 RO
BSFC +15% +8% +5%
6(0) -54.1% -19.4% -49%
Smoke Opacity -42.5% -25% -55%
NOx +10.4% +4.6% +11.6%
HC -25.3% -17.7% -35.3%

The results of the selected engine smoke opacity level subjected to the type of fud differ widdy. The
significant decrease in smoke opacity for biological origin based combustible compounds fuelled engineis explained by
the oxygen content of the fuel. It enhances the oxygen availability within the cylinder during combustion and thus
reduces pyrolisis of unburned and partly burnt compounds, which would lead formation of soot. In general, total smoke
opacity from B100 and rapeseed oil combustion was lower than that for conventional diesel (DF/dDF), in 42.5% and
55% respectively. All three groups of fuels, the fossil diesdls, the B50/dB50 blends, and the rapeseed oil were
significantly different from each other. The RO had an even grester reduction in smoke opacity than pure B100.

Obtained level of NOyx emissions for al tested pure biofuels (B100 and RO) or compounded blends
(B50/dB50) average from 4.6% to 11.6% higher than those of diesdl fuel. Analysis of the test results shows, that the
maximum NOy emissionsincrease proportionally with the mass percent of oxygen in the fuel.

Unburned hydrocarbons (HC) generally stem from the regions in the combustion chamber in which the fud is
diluted with air to such a high extent that it is past the combustion limit. The concentration of unburned HC emitted
from these over— ean regions depends on the amount of fuel injected during the ignition delay period. As this period is
shorter for RME dueits higher Cetane number, hydrocarbon emissions decrease correspondingly.

The rapeseed oil methyl ester operation produced the lowest HC emission. Need to admit, that a high loading
and combustion temperature (typical to cogeneration plant’s operating mode), the unheated RO better suitsin the case
of thereduction of HC emission compared to the heated rapeseed oil (because of the decreased fuel viscosity).

3.2. Borrowing Capacity Provided by the Banking System

For the economic analysis, some assumptions have been made about the investment and operational costs
involved in utilization of the first generation biofuels. These costs change depending on technologies used, plant size,
management organization, contractual relations and others. Production costs for RME have not been estimated due to
the fact that there are many big—sized enterprises in local market able fully satisfy a demand for Lithuania as well as the
wholesale prices cannot be diminished by farm—scaled plants.

Lithuanian banks aggregating activities to many borrowers having an intend to apply any biomass as a
renewable type of fuel. The long term bank credit for buisiness purpose have time horizon of 7 years with the interest
rate of 10% per year giving a vision to the companies development.

3.3. Rapeseed Oil Production-Based Costing

Activity—based costing provides an enhanced means for the owners of cogeneration plants to assess the cost—
versus-benefits of such activity. The following assumptions are made:
- Prices arereferred to the year 2010;

- Thefarmisadairy farm of large size, situated in Lithuania.

For the technical—economical evaluation of using of rapeseed oil as a fuel we choose an oil-mill of the 500 t
capacity subjected to utilization of rapeseed grown in the area of 750 ha. It is recommendable that the oil—-mill must be
founded on the cooperation basis. A rapeseed yield of 1500 t will yield approximately 500 t of oil per annum. Expenses
for rapeseed oil production are presented in Table 2.

A cost price for rapeseed oil has been evaluated as the difference between total expenses and total earned
incomes obtained for the sold oilcake to the stockbreeders.

According Table 2, a prime cost for 1 kg of rapeseed oil comprises of 1.523 LTL or 1.39 LTL per litre
Estimated price is 2.53 times lower than the wholesale price for conventional diesel fuel and about 45% less than the
price of dyed diesdl used by farmers.

Table2
Cost price for ready production
. . Cost Overal
Name of materias and expenditure Amount (LTL /yeardstick) (thousand LTL/year)
(1) Rapeseed, t 1500 900 1350.000
(2) Electricity, MWh 95 400 38.000
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Seque of Table 2
Name of materias and expenditure Amount (LTL /5;? dstick) (thouwon\éﬁr_él‘l'll_ year)

(3) Depreciation expenses. 10% 7 yearligilgocr edit) 36.450
(4) Deduction for maintenance:

- rapeseed il press: 5% 37.000 1.850

- other equipment: 2% 114.800 2.300
(5) Rapeseed preparation and storage, t 1500 10 15.000
(6) Transportation 5.300
(7) Expenses for factory, marketing, etc. 62.800
(8 Totad (D+(@2)+..+(7) 1511.700
(9) Rapeseed oilcake, t 1000 750 750.000
(10) Rapeseed ail cost price, t (8)—9) 500 1.523 761.700

3.4. Cost Pricesfor “ Thermal Energy Produced-Versus- Type of Fuel”

The modulus of cogeneration plant of the capacity of 340 (kW) has been selected to evaluate the economic
feasibility to utilize first—generation biofuelsin cogeneration output cycle (Table 3) under conditionsin Lithuania.

The economic attractiveness of cogeneration plants for consumers largely rests on a number of regulatory
advantages. These include the exemption from electricity taxation, the payment of a bonus for generated e ectricity fed
into the grid and the avoidance of concession levies and grid charges for electricity generated on—site. Unfortunately,
the mentioned above initiatives are at the initial stage of development in Lithuania.

Table3
Economic indicators of 340 kW capacity cogeneration plant
DF | dbOF | B100 | B50 [ dB50 | RO
Cogeneration plant, LTL 448500
Building works, LTL 30000
Working hours, h/year 8500
(1) Depreciation expenses, LTL/year 116200
(2) Maitenance, LTL /year 24000
(3) Incidental expenses, LTL/year 20000
(4) Fudl, LTL/year 2273920| 1627920 | 2793304 | 2540174 [ 2191249 | 942837
- consumption, I/h 76.0 76.0 87.4 82.1 82.1 79.8
. market cost, LTL/I 3.52 2.52 3.76* 3.64 3.14 1.390
(5) Total (1)+(2)+(3)+(4), LTL/year 2434120( 1788120 | 2953504 | 2700374 | 2191249 | 1103037
Price for ,Green dectricity” sold tothegrid, LTL/kWh 0.30
»Green eectricity” produced, kWh/year 2890000
(6) Incomesfrom ,Green eectricity” produced, LTL/year 867000
(7) Deficit spending (5)—(6), LTL/year 1567120] 921120 | 2086504 | 1833374 1324249 236037
Thermal energy produced, kWh/year 4188406
Cost price for thermal energy produced, LTL/KWh 0374 | 022 | 0498 | 0437 | 0316 | 0.056

*wholesale price + profit mark-up on cost of 30%.

The most significant barrier to the use of B100 for stationary energy generation is represented by economic
issues: the biodiesdl cost is the most critical ement in a decentralized and liberaized energy market, where fossil fuel
prices do not act in favor of RME, unless externalities are not taken into account. Analogous could be said about the
compounding fossil diesal with rapeseed oil methyl ester to obtain B50. Taking into account an expectative increase of
prices for fuel oil in near future, the biodiesel can be utilized only as a compounding additive to the dyed diesd fud, if
no subsidies be foreseen.

In fact cogeneration plants working on rapeseed oil has the biggest potentid to strongly modify the eectricity
industry in Lithuania (see Table 3). It is a cost—effective method of generating electricity and thermal energy with an
estimated high potential. It can be economically viable for the end—user even without any form of subsidy.

4. Conclusions
With the integrated energy production system in the co—generative farm, a possibility is demonstrated of

improving their economic, energetic and ecological balances. The farmers are playing a new role as producers and
sellers of different form of energy (fuel, heating, electricity). These results obtained are quite positive when compared
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with other arm activities and justify the higher investments and management skills required to manage this complex
production system. On the basis of discussed above, following could be said:

- The use of the firgt generation biofuels for decentralized energy generation is not really limited by technological
constraints;

- Explored above type of the co—generated energy production alows a remarkable increase in the totd output of

primary energy exploitation;

- dB50 and rapeseed oil (especially) have the biggest potential to be used as a fuel for engine-driven cogeneration

plants in Lithuania. Both types of fuels indicated the low emission levels, brake specific fuel consumption rates as
well as cost per 1 MWh of thermal energy produced.
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Abstract

The paper presents an investigation aimed at exploring the power quality of asynchronous thyristor loading device. In
the process of work the simulation model of asynchronous thyristor cascade was created. Then software to calculate it
was developed. Spectrogram of current for power quality analysis and three-dimensional dependencies diagram of
distortion of the angle of opening thyristor and engine speed were built.

KEY WORDS: asynchronous thyristor cascade, asynchronous thyristor loading device, energy consumption,
asynchronous maotor with dip-ring rotor.

1. Introduction

To analyze the quality of energy consumption of asynchronous thyristor cascade (Fig. 1) is necessary to use a
simulation model of the cascade with areal circuit including the windings of the stator and rotor. Existing development
are based on a mathematical modd of the engine in the coordinate system ABCabc (3.221) (3.222) [1], which is valid
only for the wiring of the stator and rotor star with neutral. But there are also other disadvantages associated with a
simplified model, for example, in [2] assumed that the phase windings of the induction motor and transformer have the
same active resistance and inductance and the resistance of the valve in the forward and reverse direction does not
depend on the value of current through it, that not quite adequately.
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Fig. 1. Functiona circuit of an asynchronous thyristor loading device: UZ — diode rectifier; UF — thyristor inverter;
T —Transformer; L —smoothing choke; G —asynchronous motor with slip-ring rotors

2. Smulation M odel

In connection with this simulation model of asynchronous thyristor cascade was devel oped, which is devoid of
the above-mentioned shortcomings.
Theresult isasystem of equations:
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Fig. 2. Equivalent circuit of asynchronous thyristor loading device
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where: wa, ws, we, Ry, ia, i, ic, U, Ug and uc are flux linkage, active resistance, sator currents and voltages; va, yh,

we, Ry, iy, iy and i, areflux linkage, referred to the stator resistance and rotor currents; Ry, Ly, iwra, iwb, itrc, Ua, Up
and u. are active resistance, inductance, current and voltage of transformer; L; = Lys + Ly, is own inductance of stator
phase winding; Lis is inductance of stator phase windings (on the T-shaped pattern of substitution); L., is primary
mutual inductance between stator phase windings and the phase of the rotor; Ly; is mutua inductance between the

windings of stator phases; gq. is angle of the rotor in dectrical radians; L, = L'ZJ +L,, isreduced to the stator winding
inductance own phase rotor; L'ZJ is reduced to the stator winding inductance of rotor phase (for T-shaped pattern of

substitution); L,, isreduced to the stator windings mutual inductance between phases of therotor; ig isrectified current
choke; i1 ... Ig are currents of the rectifier; i; ... i1, are currents of the inverter; Ry, ... Ry are resistance diode rectifier,
changing depending on its condition; R ... Re are resistance thyristor inverter, changing depending on its condition; Ry
and L isactive resistance and inductance of the choke.

The equations of mechanical parts for the study of the generator mode the enginelook like:

Wy =const 0
I/
dggy. - ?/ @
— W,
dt b
where wy is speed of therotor in dectric, rad/s.
Electromagnetic moment is given by:
M =- I-m piAe?as.nyeL + Ibsnéeg)el + EQ-F ICSH"I%/EI - Ei“é-'-
2 e 3g e 3 oy
+i8§bgny&+i'{:s‘n$3,m +E2+i:’:\§n$&_ E92+ (3)
e 3 g e 3 2
- Y- <) 2t .. . e 27 6ol
+ |CglcsmyeL +1,8N¢Yy. + —=+1,9NCYy - — 3
e 39 e 3 o

Based on this model was devel oped the software using language Free Pascal.

All processing of calculations were performed with the aid of software written in the language «python» and
modules NumPy, SciPy, Matplotlib.

3. Spectral Analyss

With the help of the devel oped software we calculated different modes of operation of the device and made a
spectral analysis of stator current (Fig. 3).

Fig. 4 shows the harmonic current spectrum at the frequency is 50 Hz and an angular velocity of rotation of the
generator 570 rad/s.

For this signal the digtortion factor is:
K¢ =19.7%

During the spectral analysis of stator current has been hypothesized the existence of a definite relationship
between the coefficient of distortion and proportion between rotor speed and the synchronous frequency.
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Fig. 3. Current of phase A stator of MTF112 BP-6. Rotation speed of the generator — 570 rad/sand = 50
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Fig. 4. Harmonic spectrum of current. Rotation speed of the generator — 570 rad/s and S = 50

Fig. 5. Dependence of the coefficient of distortion of the angle of opening of the inverter f and the rotor speed w for
enginetype — MTF112 BP-6 (range of values where the cal cul ation was not made, supplemented by zeros)
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To test this hypothesis, with help of GRID we calculated the modes of the machine at different angles of
opening of theinverter and the rotor speed.

Three-dimensional plot of the coefficient of distortion depending on the angle of opening inverter B and the
angular velocity of rotation of therotor w g shown in Fig. 5.

3. Conclusions

The graph shows that at an angle control B = 60 ° the worst value of the coefficient of distortion occurs when
the frequency ratio o g / ® g = 1.5. While reducing the opening angle, the maximum of distortion factor is shifted to
increasing speed.

Analysis of the graph allows to select modes with the lowest harmonic distortion, and improve the quality of
power quality of test bench.
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Abstract

The objective of present paper is to obtain comprehension for heat transfer developments in gravity driven liquid fil9m
flow. Heat transfer in laminar film flow is influenced by the cross curvature of the wetted surface, heat flux on the film
surface and boundary conditions on the wetted wall. The analytical study evaluating the influence of cross curvature on
heat transfer in laminar film has been carried out. Equations using correction factors for the calculation of heat transfer
to laminar liquid film with respect to the cross curvature for different boundary conditions were established. Theoretical
analysis of the temperature field change due to hest flux variation in the liquid film was performed aswell. An equation
allowing determining the temperature profiles in laminar film was established. The results of calculations are discussed
with respect to the temperature gradient dependence on the film relative cross curvature and the ratio of heat flux
densities on the film surface and the wetted surface respectively.

KEY WORDS: cross curvature, heat transfer, laminar film, heat flux, temperature field.

1. Introduction

Thin liquid films occur in many industrial processes, but perhaps the most challenging application isin engine
design. Liquid fuel wall films form in diesel and gasoline engines due to impingement of injected fuel sprays on pistons
and intake valves and on the surfaces of ports and cylinders. Fuel film develops dynamically under the influence of gas
flow and wall movement. At the same time, heat exchange with walls and the surroundings gas leads to evaporation,
affecting the composition of the mixture and hence increasing the complexity of the flow and combustion process.
Therefore, a complete knowledge of falling film flow can help engineers understand and optimise these highly complex
processes, providing a powerful tool for improving efficiency and reducing pollutant emission in internal combustion
engines. Thefilm flow was the subject of numerous researches [1-3] in recent years.

In paper [4] was researched the influence of fuel spray impact on fuel/air mixture for combustion in port fuel
injection engines. Analysis shows that during engine warm up, the hesat transfer over entire valve surface occurs within
the vaporization nucleate boiling regime and the local ingtantaneous surface temperature correl ates with the dynamics of
droplets impacting at the same point. A functional relation is found for the heat transfer coefficient, which also
describes other experimentsreported in the literature.

In contrast, in internal engines, the fuel jet generally impinges on a curved wall rather than on aflat wall. The
theoretical analysis of theliquid flow on the curved wall was performed in [5]. The measurements of the film thickness
on the curved wall were carried out, while varying the impingement angle, the curvature of the concave wall, the
distance between the measurement point and the impingement point, and the jet Reynolds number.

An experimentally study [6] was performed to research the nonlinear flow and heat transfer characteristics for
adot-jet impinging on dightly curved surfaces. The effects of curved surface geometry and jet Reynolds number on the
jet velocity distribution and circumferential Nusselt numbers were examined. Two different dightly curved surface
geometries of convex and concave were used astarget surfaces. New correlations for local, stagnation point and average
Nusselt numbers as a function of jet Reynolds number and dimensionless circumferential distance were reported. The
correlations revealed that the impinging cooling rate is higher with the concave surface and increase with increasing
Reynolds number.

The paper [7] have investigated the flow and heat transfer characterigtics in laminar flows with pressure
gradients, streamwise distance Reynolds number and wall curvature. Results were compared with analytical solutions
and numerical prediction and a new empirical equation was established. It was found that Stanton numbers
augmentation with Reynolds number became more pronounced than concave curvature. Favourable pressure gradients
caused heat transfer to increase and adverse pressure gradients to decrease.

Study [8] developed a mathematical modd predicting evaporation and fluid flow in evaporating film region on
a curved film to determine the interface temperature, heat flux digtribution and film profile in the film region. The
numerical results showed that temperature of an equilibrium film on the curved surface of solid wire islarger than on a
flat surface and equilibrium film thickness formed on the curved surface of solid wireis smaller than the one on the flat
surface if the bulk fluid curvature of both evaporating film regions is the same. The rate of increase of the magnitude of
total heat transfer through the evaporating thin film region per unit length begins to decrease with larger superheat
temperature due to the effect of a decreasing evaporating film region length.
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2. Heat Transfer in Laminar Film Flow on a Surface of Vertical Tube

In study [9] was obtained that for the case of film flow on outside surface of vertical tube the modified Nusselt
number Nu,, can be calculated by the following equation:

_ O.5{(1+eR)4 InL+eg)- 0.75)+ (1+eg)? - 0.25}"/3R,j/3

Nu,, T
er Jl+exz ){(1+eR)2 In(l+ez)- 05 [(1+eRz )2]}%’7 dz
0 d

D)

For the case of film flow on an inside surface of vertical tube, this expression can be defined in the following
way:
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0.5{(1- er) [0.75- In(1- ex)]- (- ex)? +o.25} R @
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Nu,, =

where e, =d/R is relative cross curvature of the film; R is cross curvature of wetted surface (tube externa
radius), m; R,=47(rn) is Reynolds number; I" is wetting density, kg/(m-s); n is kinematic viscosity, m?/s;
z =y/d isdimensionless distance from the wetted surface; y is distance from the wetted surface, m;d isliquid film
thickness, m; h, :v*d/n is dimensionless film thickness;, v’ :(t Wl )’/2 is dynamic velocity of the film, m/s;
r isliquid density, kg/m? t , isshear stress on the wetted surface, Pa.

The parameter w may be expressed as follows:

ALY @)

= d
Y Oie.z §

where g isheat flux density across the film, W/m?; g, isrepresentsthe wall heat flux density, W/m?

When calculating the modified Nusselt number Nu,, according the Egs. (1) and (2), it is necessary to know
the parameter y, which could be found by using theratio q/q, . The regularity q/q,, = f(z) can be determined only
for two boundary conditions: ¢, =const and T, =const .

At first casetheratio of heat flux densitiesin the liquid film can be defined as follows:

Zd1+eR z)j dz
Aot fl-e) o (5)

G Jl+eqz)j dz
0
and at second case:
d1+eRz)j y dz
qizl- (- )0 6)

d1+eRz )J y dz
0

where e, =q,/q,, is represents the ratio between the heat flux densities on the film surface and the wetted surface,

respectively.
Ascan it be seen from above-mentioned equations, theresult of calculationsis the following function:

Nu, =R ¥*f (eR,eq) )

It can aso be seen from these equations, that for the boundary condition g, = const, it is possible to solve the
problem without difficulty by the method of direct numerical integration. However, for the boundary condition
T, =const, it isnecessary to use the method of consecutive approximations, because q/q,, = f(y ) andy = f(q/qw).
At first approximation, theratio g/c,, may be calculated from the Eq. (5).

For both the plane film flow and the film flow on a vertical surface cylindrica surface, evaluating the
variability of liquid physical propertiesin the film, the modified Nusselt number Nu,, can bewritten asfollows:



56
Nuy =K RY? Cq €pr (8)

where ey isthe multiplier, evaluating the liquid physical properties.
The correction factor Cgq, evaluating curvature of the film and heat transfer between the film surface and
surrounding medium of gas or vapour may be defined as:

f(eR,e )
T ©

Cre =
whereK = 2.27 for g, = const and K = 2.07 for T,, = const. When ek=0and ;= 0, Cgq= 1.

In case of external film flow, the correction factor Cg, (with calculation error less than 1%) can be determined
by equations. when g, = const

136
Cn, =——— +(0.52- 0.03e, |e 10
" 136+39e, ( oJer (10)
and when T,, = const
136
Cn, =————+(0.58- 0.05¢,)e 11
F1 7 56+10e, ( Q) R (1

In case of internal film flow, the correction factor Cry can be determined by equations: when g, = const:

_ 39e,
CRq = exp(- 0.56 eR) - M (12)
and when T,, = const
_ 10e,
CRq = eXp(- 0.61eR)' 56+—10eq (13)

The results of calculations, using above-mentioned method, are shown in Fig. 1 and 2. As can it be seen from
these figures, with increasing the parameter er, for the case of film flow on outside surface of vertical tube, the value

Cra 1 2— 31— CRq| 1+ 2—— 30—
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Fig. 1. Variations of correction factor on film cross curvature and externa hesat transfer in case of externa film flow:

a — boundary condition g, = const; b — boundary condition T,, = congt. Curves 1 ... 5 correspond ez = 0; 0.25;
0.50; 0.75and 1.0

Crg 1+ 2—o— 3—0— Cry 1 2—— 30—
u\.\.\‘\‘ N
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Fig. 2. Variations of correction factor on film cross curvature and externa heat transfer in case of internal film flow:

a — boundary condition g, = const; b — boundary condition T,, = congt. Curves 1 ... 5 correspond ez = 0; 0.20;
0.40; 0.60 and 0.80
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of heat transfer coefficient increases and it decreases, when the film flows down an internal surface of a tube. For both
cases, the increase of parameter e, diminishes the heat transfer intensity from the wetted surface.

The variation of physical properties of the liquid across the film must be taken into account in a case of high
value of temperature difference. The multiplier e, in Eqg. (8) can be determined as an exponential function of the

following ratio Pr, /Pr_-or my /m, . Theresults of numerical calculations showed that ratio Pr, /Pr —unambiguously
does not evaluate the influence of physical properties variation for different liquids and the character of this influence
practicaly is not dependent upon the values of e, and e;. This research showed that for -0.5£e; £-1 and
0.4 £ Pr; /Pr,, £2 themultiplier (Prf /Prw)o'25 can be used. For more accurate evaluation of liquid physical properties
variation, the multiplier e, must be determined as a function of parameters m, /m, . This parameter evaluates

practically the influence of physical properties variation for water, transformer oil and compressor oil. The multiplier
e, insuch case can be calculated by the following equation:

ex =(m /m,)" (14)

where n=0315(2+eg) **, for 01£m /m,£1 and n=0.325(2+eg) ®*, for 1£m /m, £10; m and
m, —dynamic viscosity referred to the film and wetted surface, respectively.

3. Temperature Field Alteration in the Case of Heat Flux Density Variation in the Film

As can it be seen from Egs. (10) — (13), that the heat transfer intensity increases with increasing of the film
curvature parameter e, however it decreases with increasing of external heat exchange parameter e, . It occurs due to

the different influence of these parameters on the film temperature profile and the temperature gradient on the wetted

surface. The latter is augmenting with increasing of e, and decreasing of e, respectively. It evidently can be seen by

depicting the temperature profile graphically. For this purpose, it is convenient to use afunction q = f (z ) .
Thisfunction can be obtained from the heat flux density equation:

yo, dT
q =- +e, —=| — (15)
gi Rdg dy
where | isthermal conductivity, W/(m:-K).
It follows from Eq. (15) that:
y
T, T=duy W g (16)

I Ooi+ ery/d
and respectively:

1= Ow s G/
Ty-Ts | Ol-l-eT/ddy (17)

where T,,, T and T, represents the wetted wall, liquid film and film surface temperature, respectively.
Then, temperature field in the film can be defined by the following expression:

y
. 0/dy
_T,-T Oi+eR y/d dy

= :0
q TW'TS <

/ (18)
. 9/9y
OE+eR y/d v

or, using the dimensi onless distance from the wetted surface z , this equation takes the form as:

> /% dz
_T,-T _glterz
TW'TS l\ Q/QW dz

cl+erz

(19)
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Taking into account Eq. (5) and (6), from this expression can be calculated the film temperature profile. By
employing the heat flux digtribution in the film and Eq. (18), respectively, the temperature profiles in the laminar film
were calculated. The calculation results are reported in Fig. 3.

As can it be seen from Fig. 3, that with increase of relative cross curvature of the film e, heat transfer
intensity increases and with increase of the heat flux densities ratio e,, heat transfer intensity decreases. This
phenomenon takes place due to the different impact of these values on temperature gradient on the wetted surface.

The data presented in Fig. 3 demonstrate that temperature gradient on the wetted surface increases with
increase of the parameter e, and with decrease of the parameter e, .
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Fig. 3. Temperature profiles in laminar film: a, b — relative cross curvature of the film respectively e, =0; 0.5,
respectively; 1, 2,3,4—¢e, =0, 0.2, 0.4 and 1.0, respectively

4, Conclusions

It was estimated that heat transfer in laminar film falling down an outside surface of vertical tube increases
with increase of the film relative cross curvature, while it decreases in the case of film flow on an insde surface of
vertical tube. For both cases, the presence of heat transfer between the film surface and surrounding medium of gas or
vapour diminishes the value of heat transfer coefficient.

The temperature profiles in laminar film were calculated evaluating the heat transfer flux density distribution
across the film. The results of calculations and equations analysis showed that temperature gradient on the wetted
surface increases with increase of the film relative cross curvature and with decrease of the heat flux densities ratio on
the film surface and wetted surface, respectively. Then, the value of heat transfer coefficient increases. In that way, the
calculations results show the possibilities to intensify the heat transfer in gravity driven liquid laminar film flowing
down avertical surface.
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Abstract

In the paper are shown strees and deformations of the upper rotating platform of the bucket-wheel excavator due to the
moved location of any upper part of the bucket-wheel excavator (rotating, hoisting, lowering), as well as owing to the
changed digging resistance, leaning of rotor against the base, wind action or planeinclination. Using the results of thein
Situ researches carried out on the bucket-wheel excavator SRs (H) 220 9.5/0.5, and applying the appropriate software
for modeling and smulation, the identification of stress and deformations of the bucket-whedl excavator rotating
platform structure was carried out, the aim being to reconstruct and find a higher quality solution for the rotating
platform.

KEY WORDS: bucket-wheel excavator, rotating platform, 3D model.

1. Introduction

Bucket-whed excavators, as mining machines, are the most frequently used machines in open pit mines
worldwide at the present time. Continuous progress achieved in the construction technology provides greater
possihilities of using theses excavators in the mining of very hard rocks under extreme weather conditions. Basicdly,
the bucket-whed excavators are divided into bucket-wheel excavators with one working cell — cyclic (discontinuous)
and bucket-whed excavators with multiple working cells — continuous [1]. Both types of bucket-whed excavators can
work with high (upper) digging and deep (lower) digging. The working cell of continuous bucket-whedl excavators
consists of a few buckets which move along the closed trajectory and provide continuous digging, transfer and shaking
out of rock masses [2]. With these bucket-wheel excavators there is no rotating operation unlike with the cyclic bucket-
wheel excavators. Regardless to a great number of bucket-wheel excavators constructed so far, thereis always an option
for further advancements and i mprovementsreferring to the construction and performances.

Fig. 1. lllustration of the bucket-wheel excavator SRs (H) 220 9.5/0.5

The bucket-whed excavator SRs(H) 220 9.5/0.5 (Fig. 1) is a medium size bucket-wheel excavator with
electro-mechanic drive, while the manipulation of hoisting and lowering of the operating wheel and of the hoisting and
lowering of the discharge boom is carried out hydraulically [3, 4]. The above mentioned bucket-wheel excavator is
equipped with a discharge boom to perform loading to conveyer systems. Theoretical working capacities amount to 770
m°h™ of loose material a the working specific force of 220 kpcm™ of the tooth width. The working height amounts to
9.5 m. In the case of decreased efficiency, the working height of up to 10 m is achieved. The power is supplied through
a cable approximately 250 m long which is wound on a drum located on the lower structure of the bucket-wheel
excavator.
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As regards the balancing of the rotor boom and of the discharge boom, the bucket-whee excavators can be

divided into the bucket-wheel excavators with:

- the balancing of the rotor boom,

- the balancing of the rotor and of the discharge booms,

- balancing of the rotor boom and hanging of the discharge boom to a special support,

- mutual balancing of the rotor and the discharge booms placed on the same bearing structure.
According to the placement of the discharge boom receiving part:

- with the placement of the discharge boom receiving part to the rotating platform,

- with the placement of the discharge boom receiving part to the lower facility,

- with the placement of the discharge boom receiving part to the central intermediate platform.
According to the structure of the lower facility - moving mechanism:

- on caterpillars,

- onrailway rails,

- moving bucket-whed excavators.

Compact bucket-wheel excavators have been developed over the last 30 years. A compact bucket-wheel
excavator can be defined as an active space mechanism, a mechanically multivariable system of a rather complex
structure of a locomotors-handling type [5, 6]. The cutting process makes the kinematic configuration of the bucket-
wheel excavator changing during the working cycle.

2. Resear ch Polygon

The bucket-wheel excavators represent the skeleton of the mechanization system in the open pit mines. Their
exploitation under extremely heavy conditions result in failures of parts of the bearing structure (plastic deformations,
splits, cracks, breaks and the like). The polygon of the research in this paper is the bucket-wheel excavator SRs (H) 220
9.5/0.5 (Fig. 1). In situ researches on the bucket-whed excavator were carried out, while an appropriate software was
used to carry out other researches referring to the modeling and the simulation of the load of the structure of the bucket-
wheel excavator rotating platform.

"

Fig. 2. Structure of the rotating platform of the Fig. 3. Damages on the dtructure of the rotating
bucket-wheel excavator platform of the bucket-wheel excavator

The rotating platform (Fig. 2) represents the base part of the superstructure of the bucket-whedl excavator
which supports atower with the counterweight arrow, a boom with the operating wheel and drive and the loading boom.
Therotating platform takes the total superstructure load and tranamitsiit to the lower machine with a caterpillar moving
mechanism. Splits and cracks have appeared on the rotating platform structure over many years of the exploitation of
the bucker-wheel excavator SRs (H) 220 9.5/0.5 (Fig. 3). For this reason the reconstruction of the bucket-wheel
excavator rotating platform was proceeded to.

3. Computer 3D Model of the Rotating Platform Structure

Computer 3D model of the rotating platform structure (Fig. 4) is formed based upon the origina technical
documentation. The computer model makes possible a higher number of simulations, faster estimation and analysis of
the rotating platform structure stress, taking into consideration the set limitations and different values for the input
parameters (loads). The computer 3D modd of the rotating platform structure is formed in such a way that it
corresponds to the actual structure in all the details. The rotating platform structure is shaped in accordance with its
purpose (load transmission) and comprises two basic sub-domains:

- cylinder beam supported by aradiaxial bearing,
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- two cantilever beams dasticaly fixed into the cylinder beam, to which the latticed structure of a tower with the
counterweight arrow is linked by means of corresponding eyes.

Fig. 4. 3D modd of therotating platform structure

The analysis of the rotating platform structure stress was performed in accordance with the regulations of the
standards DIN 22261-2 for the case of the action of the main loads - H. This case comprises the combinations of |oads
acting constantly during the bucket-wheel excavators operation. These are: constant load resulting from their own
weights (E), the weight of the transported materia (F), the weight of the crust - pasted soil materia (V), loads resulting
from the action of the wind (W), loads owing to the dope (N), large force on therotor (U), latera force (S) and dynamic
loads (D). It isinteresting to mention that, when identifying the large and lateral forces on the rotor, according to the
standard DIN 22261-2, the influences of their eccentricities in relation to the system lines of the arrow and of theincline
with respect to the horizontal and vertical plane, are neglected. The changed position of the rotor arrow results in the
change of:

- the position of the centre of the masses located on it,

- the position of the lines of the action of the external loads caused by the working resistance, which conditions the
dependence of the loads of the tower and of the counterweight arrow upon the rotor angle of incline with respect to
the horizonta line.

The identification the stress-deformations condition of the original rotating platform structure was carried out
for the case of load which most frequently occurs during the working process of the mining machine - the bucket-wheel
excavator. In order to recognize more clearly the nature of the structure movement, Fig. 5. shows the appearance of the
deformed rotating platform structure in different planes. The maximum stress value of 23.5 kN/cm? occurs on the lower
board in theinternal part of the rotating platform structure.

Fig. 5. Results of the performed simulations on the computer 3D mode of the rotating platform structure the bucket-
whedl excavator SRs (H) 220 9.5/0.5
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Fig. 6. Theillustration of the stress on the computer 3D mode of the rotating platform structure

The appearance of the rotating platform structure and of the zone of the occurrence of splits and cracks is
shown on the Fig. 6. Here are clearly evident distinct changes in the movement field. The clear illustration of the stress
distribution is also presented. Using corresponding results of the in situ measurements and performing a greater number
of simulations on the 3D mode of the rotating platform structure, the conditions for the reclamation and the
reconstruction of the rotating platform structure of the bucket-wheel excavator SRs (H) 220 9.5/0.5, were created.

4, Conclusions

Based upon the created 3D model and the executed in situ measurements on the actual structure, the items of
information were acquired which refer to the occurrence of stress and deformations of the structure of the rotating
platform of the bucket-whed excavator SRs (H) 220 9.5/5.0. This information was used to reconstruct the rotating
platform structure of the bucket-wheel excavator. When doing this, it was necessary to notice the weak points in the
existing solution of the rotating platform structure and then to study and analyze the existing similar solution, aiming at
finding such a solution which will secure more reliable and safer operation of the bucket-wheel excavator. In order to
achieve this, corresponding software' s for the stress modeling and simulation were used on the created 3D modd of the
rotating platform of the bucket-wheel excavator. Contemporary approach based upon the application of appropriate
software’s, modeling process, considerably facilitates simulations and shortens the time required to carry out
optimization and to find the most favorable solution which will providing increased reliability in operation and lower
costs. By performing the visual control of the reconstructed rotating platform, after the bucket-wheel excavator had
worked under actual conditions, no occurrences of splits or cracks on the rotating platform were found.
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Abstract

In the paper was carried out the research, the aim of which was to optimize the working wheel carrier of the loading
system the bucket-wheel excavator applying contemporary methods based upon the computer modeling and simulation.
The existing solution of the loading system was executed based upon the components which are obsolete and no longer
in use. Some of the components have not even longer been manufactured. Therefore, the aim of the reconstruction of
the loading system of he bucket-whed excavator, i.e., of the working wheel carrier, isto obtain a more contemporary,
more functional and more reliable loading system. With the reconstruction of the loading system support and the
building-in of the contemporary components, the working reliability of the loading system will be increased and the
costs of its maintenance will be lowered.

KEY WORDS: bucket-wheel excavator, working wheel carrier, 3D model.

1. Introduction

Bucket-whedl excavators represent complex mechatronic systems. Generally speaking, they can be divided
according to their purpose or according to the working technology [1,2]. According to their purpose, the bucket-wheel
excavator are divided into:

- bucket-wheel excavators used for overburden;

- bucket-wheel excavators used for minera raw materid;
and according to the method of working:

- bucket-wheel excavators used for high digging;

- bucket-wheel excavators used for high and deep digging.

Compact bucket-whed excavators have been developed over the last 30 years. The difference between the
compact bucket-wheel excavators and the classical onesis as follows:

- classical dtructures have mostly multi-caterpillar moving mechanism, high-placed counterweight and very long
working wheel carrier in relation to the diameter of the working whedl (L/ D > 3);

- compact bucket-wheel excavators have double-caterpillar moving system, low-placed counterweight in the platform
extension and relatively short working whed carrier (L / D > 2).

Nowadays intensive efforts have been done to develop a new family of baggers which would unite good
features of the classical and the compact bucket-wheel excavators under the name of semi-compact baggers with the
ratio of L/ D = 3. Many researchers and manufacturers of the bucket-whed excavators are involved in the researches
connected with the improvement of the characteristics working wheel carrier of the loading system [7]. This refers
particularly to the location of the working whedl in relation to the geometry of the carrier, because the efficiency
operation of the total system mostly depends of the location of the working whedl.

Uy
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Fig. 1. llustration of the bucket-wheel excavator SRs (H) 220 9.5/0.5
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Under the improvement of the characteristics of the loading system mechanism the optimization of the
working wheel support (cantilever, boom) is generally understood. Thisrequiresto:
- improve power efficiency (reduction of losses resulting from the shut-downs which are most frequent if the
appropriate diding planeis not achieved);
- increase the resistance moment of the working wheel carrier;
- improvement of the angles of diding of materials and cutting.

2. Resear ch Polygon

The bucket-whed excavator SRs (H) 220 9.5/5.0 (Fig.1.) represents the research polygon. In situ researches on
the bucket-wheel excavator were carried out, while the other researches referring to the modelling, simulation and
optimization of the loading system were carried out by means of the application of corresponding software’ s [6]. Over
several years of the exploitation of the bucket-wheel excavator SRs (H) 220 9.5/5.0 in an open pit mine, numerous
defects have been noticed on the loading system (particularly damages of the working whedl carrier) which were partly
eliminated during the course of the work, i.e., during the course of the bucket-wheel excavators exploitation. The
growing unreliability and frequent shut-downs and, consequently, the capacity drop, impose the necessity to reconstruct
the unreliable and obsol ete [oading system. For this reason it was necessary to execute the reconstruction of the working
whedl carrier, taking into account, when doing this, the possibility to purchase new equipment and the economic aspect
of thereconstruction [5].

Fig. 2. Theworking whedl carrier of theloading system of the bucket-wheel excavator SRs (H) 220 9.5/0.5

3. Basic Par ameter sfor the Deter mination of the Length of the Working Wheel Carrier

In order to carry out the reconstruction of the working whed of the existing loading system of the bucket-
wheel excavator, it was necessary to perform corresponding researches and experimental measurements on the support
(boom) of the loading system of the bucket-wheel excavator according to a clearly defined methodology [3,4]. To this
effect, the planned researches were implemented through theoretical and experimental parts of the research. Within the
framework of the theoretica part, the basic parameters and e ements of the estimate for the determination of the length
of the working whedl carrier were presented. The length of the working whed carrier, among other things, can be
determined based upon the following expression:

(H- h,)ctga, - (X +r)(sinb, - sinb,)
cosd, sinb, - cosd, sinby

Lk = (1)

Thisis possible in the case when the incline angles of the working whed carrier are known. In the expression
@ itis
H=95m bench height,
H,=4.4m thelast bench height,
X=0.723m the distance of the attachement point of the working whed carrier from the axis of the bucket-wheedl

excavator,
r=2.6m diameter of the working whes!,
d, = 27° incline angle of the working whedl carrier a the overcut,
dy = 22° inclineangle of the working whedl carrier at the undercut,
b, = 85° inner angle of the working wheel carrier rotation at the upercut,
by = 45° inner angle of the working wheel carrier rotation at the undercut,

ap = 60° incline angle of the lateral slope.
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4. Computer 3D Model of the Working Wheel Carrier of the Loading System

In order to execute a greater number of simulations and to anayze the results, the computer 3D mode of the
working whed carrier of the loading system of the bucket-wheel excavator, was formed. The computer 3D mode
makes possible a greater number of simulations, quicker estimation and analysis of the stress on the working wheel
carrier of the loading system taking into account the set limitations and different values of the input parameters (loads).

Fig. 3. The computer 3D model of the working whedl carrier of the loading system the bucket-wheel excavator SRs (H)
2209.5/0.5

5. Results of the Load Analysis on the 3D M odel

After the appropriate experimenta researches had been done and the results of the measurements on the
working wheel carrier had been obtained, the results of the measurements and the results obtained on the basis of a
greater number of executed simulations on the crested 3D model were compared. The coincidence of the results
confirmed the validity of the created 3D model of the working whedl carrier of the loading system the bucket-wheel

excavator.
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Fig. 4. Theresults of the performed simulations on the computer 3D mode of the working wheel carrier of the loading
system the bucket-whedl excavator SRs (H) 220 9.5/0.5
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The analysis of the tension-deformation condition of the structure of the working wheel carrier of the loading
system of the bucket-whedl excavator was performed in accordance with the regulations of the standards DIN 22261-2
for the case of the action of the main loads— H. This case comprises the combinations of 10ads acting constantly during
the bucket-wheel excavators operation. These are; constant load resulting from their own weights (E), the weight of the
transported materia (F), the weight of the crust — pasted soil material (V), loads resulting from the action of the wind
(W), loads owing to the slope (N), large force on the rotor (U), lateral force (S) and dynamic loads (D). It is interesting
to mention that, when identifying the large and lateral forces upon the working wheel, according to the standard DIN
22261-2, the influences of their eccentricities in rdation to the system lines of the arrow and of the incline with respect
to the horizontal and vertical plane, are neglected.

The identification of the transmitted main loads from the working whed (rotor) to the loading boom structure
iscarried out on the basis of the created 3D model for different values of 1oads which occur during the exploitation and
the work of the bucket-wheel excavator. For each of the analyzed variants, the estimate of the relevant values for the
whole range of the changes in the incline angle of the loading boom and of the intensity of the forces which load the
loading boom structure was done.

The external load of the loading boom structure was introduced by means of the joint links with the tower
superstructure. The reaction of the support of the loading boom structure were introduced as the external load of the
structure of the slide bearing of the loading boom, with the sinus spreading (distribution) across the contact surfaces of
axes and eyes.

When analyzing the deformations of the loading boom structure, it was noted that the greatest movement
occurred in the zone of the front right eye and it amounted to 45 mm. The highest value of the tension on the working
wheel carrier structure amounts to 33.5 kN/cm? The maximum value of the stress on the front board of stator on the
working whed carrier is 23.5 kN/cm?, while the maximum value of the stress in the zone in which splits occur is
20.0 kN/cn?.

After the performed anaysis of the tension-deformation condition of the working wheel carrier and the
determination of the weak points on the support structure, the support reclamation and reconstruction were executed in
order to eiminate damages and secure safe working of the bucket-whed excavator.

6. Conclusions

Analyzing the load on the computer crested 3D mode of the working whed carrier the loading system, and
performed in situ measurements in real-loading system, we created the conditions for reconstruction working wheel
carrier of the loading system the bucket-wheel excavator SRs (H) 220 9.5/0.5. When doing this, it was necessary to
notice the defects of the existing system and then to study and analyze the existing similar solutions, aiming at finding
such a solution which will secure more reliable and safer operation of the bucket-wheel excavator. In order to achieve
this, corresponding software’'s for the modeling and simulation of the load of the loading system structure were used.
Contemporary approach based upon the application of appropriate software’'s, modeling process, considerably
facilitates the ssmulations and the analysis of the load of the loading system elements and shortens the time required to
carry out optimization and to find the most favorable solution which will provide increased rdiability in operation and
lower costs.
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Abstract

The public organizations that are responsible for the delivery of a large share of transportation facilities need to
become more flexible and adaptive in response to increasingly uncertain and unpredictable external conditions, on the
one hand, and to become more creative in enhancing the capability of the facilities they operate. Involvement of
stakeholders in supply of public transport services, i.e. what level of relationships are needed between a transportation
company and its various stakeholders is necessary in order to meet the main stakeholder — passenger — needs.
Consequently, as to supply the passenger with best service, relationships between different sakeholders (municipality.
public trangport company. state. road maintenance service. etc.) are of vital importance. Helping stakeholders to set up
transport policies effective in making travel behaviors more sustainable is one of the central issues in making urban
travel greener, better organized and more user-friendly.

KEY WORDS: mohility, sustainable devel opment, public transport, management, stakeholders.

1. Introduction

Urban mobility is recognized as an important facilitator of growth and employment with a strong impact on
sustainable development in the EU. Addressing market needs forms is essential component of success for public
transport in all countries. Effective development of public transport systems requires involvement of the many
stakeholders who form part of the public transport industry. Most of these have a direct or indirect interest in the
systems either in terms of systems to manage service operations or systems to inform customers.

2. Negative Aspects of Urban Mobility
European cities increasingly face problems caused by transport and traffic. The question of how to enhance
mobility while at the same time reducing congestion, accidents and pollution is a common challenge to all major cities

in Europe. Congestion in the EU is often located in and around urban areas and costs nearly 100 billion Euro, or 1% of
the EU's GDP, annually [1], see Fig. 1, Table 1.
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Fig. 1. Transport growth EU 27 (Source: <http://epp.eurostat.ec.europa.eu/>)

A large majority of European citizens live in an urban environment, with over 60% living in urban areas of
over 10.000 inhabitants. They live their daily lives in the same space, and for their mobility share the same
infrastructure. Urban mobility accounts for 40% of all CO, emissions of road transport and up to 70% of other
pollutants from transport. Negative aspects of urban living include traffic congestions, noise, poor public transport,
urban sprawl, air pollution, alack of easily accessible shops and services, and a host of other daily conveniences. Many
bigger cities are reaching crisis point. Choked roads, overburdened public transport systems, pollution, noise and poorly
serviced neighbourhoods are making life increasingly unbearable for more and more citizens. Urban congestion, road
accidents, air pollution and energy consumption all have a negative impact on country's economy and the welfare of all
its citizens. More than 70% of the EU population lives in urban areas while about 85% of the EU's GDP is generated in
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cities. Some 40% of CO, emissions and 70% of emissions of other air pollutants from road transport are due to urban
traffic. In addition onein every three fatal road traffic accidents happens in urban areas [2].

Table1
Annual growth rates EU 27

GDP at year 2000 prices and exchangerates | 1995-2008 p.a. |{2,3%| 2000-2008 |2,0%| 2007-2008 | 0,7%
Passenger transport pkm 1995-2008 p.a. |1,6%| 2000-2008 p.a. |1,2%| 2007-2008 |-0,3%
Freight transport tkm 1995-2008 p.a. |2,3%| 2000-2008 p.a. |2,0%| 2007-2008 [-2,1%

The number of road traffic accidents in towns and citiesis growing each year: onein three fatal accidents now
happen in urban areas, and it is the most vulnerable people, namely pedestrians and cyclists, who are the main victims
(Table 2). While it is true to say that these problems occur on alocal level, their impact is felt on a continental scale;
climate change/global warming, increased health problems, bottlenecks in the logistics chain, etc.

Table2
Road fatalities country rankings
(Source: <http://epp.eurostat.ec.europa.eu/>)
Fatalities 2008
per million - per million
2 3 per 10 billion pkm
inhabitants passenger cars Notes
MT 36 UK 39 MT 66
NL 41 SE 40 UK 91 Fatalities: al fatalities on the road: car drivers and
passengers, bus and coach occupants, powered two-
SE 43 NL 45 NL 9 wheelers' riders and passengers, cyclists, pedestrians,
UK 43 LU 51 SE 93 commercial vehicle drivers, etc. indicated in table 3.7.1
DE 55 DE 51 LU 108 | for2008
IE 63 H 53 DE 109 pkm: indicator of traffic volume (in the absence of
Fl 65 IE 56 Fl 131 consistent vehicle-kilometre data); passenger-kilometres
ES 68 ER 58 IT 132 of cars indicated in table 3.3.4 for 2008 plus (mostly
i -kil f i -
R 69 T 59 R 137 \;evsrt: er'r‘;laéresd) passenger-kilometres of motorised two:
LU 72 MT 68 ES 141
inhabitants: the sum of the population indicated in
DK 74 DK I IE 144 table 1.5 at 1 January 2008 and 1 January 2009 divided
EU27 78 EU27 80 AT 159 by two
IT 79 BE 84 EU27 168 ) - & of vehid
passenger cars. the sum of the stock of vehicles
AT 81 S 85 BE 185 indicated in table 3.6.2 for 2007 and 2008 divided by
PT 83 ES 89 CY 192 two.
BE 88 AT 91 DK 195
EE 98 T 99 T 201 BE: Belgium LU: Luxembourg
HU 99 EE 124 S 208 BG: Bulgaria HU: Hungary
SK 103 LT 129 EE 245 CZ: CzechRepublic ~ MT: Malta
DK: Denmark NL: Netherlands
CZ 103 cY 139 CZ 247 DE: Germany AT: Austria
CcY 103 cz 142 LT 306 EE: Estonia PL: Poland
Sl 106 EL 147 EL 317 IGE: Irgand PE ‘Portugal
R: Greece RO: Romania
EL 138 LV 181 HU 328 ES: Spain S Sovena
BG 139 PL 196 LV 344 FR: France SK: Slovakia
LV 139 SK 206 PL 355 |CTY ”g'y gz Fg;'/ggd
: Cyprus : len
RO 142 HU 230 K 375 LV: Latvia UK: United Kingdom
PL 143 BG 241 BG 477 LT: Lithuania
LT 148 RO 420 RO 809

Local authorities cannot face all these issues on their own; thereis a need for cooperation and coordination at
all stakeholder levels. The vital issue of urban mohility needs to be addressed as part of a collective effort involving
different stakeholders: local, regional, national and European. The European Union mug play a leading role in order to
focus attention on thisissue (2, 3).

3. Sustainable Development and M obility M anagement

However, thereis one overriding idea that constantly recurs: to be effective, urban mobility policies need to be
based on an approach which is as integrated as possible, combining the most appropriate responses to each individual
problem: technological innovation, the development of clean, safe and intelligent transport systems, economics
incentives and amendments to legidation.
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Efficient urban transport systems are critical dements of the sustainable development of urban areas. They

ensure that:

- people have access to employment, education and recreation facilities, goods & services;

- therisk of social exclusion is minimized (people without car, young, elderly, unemployed and disabled people);
- thedistribution of goodsis properly achieved.

Efficient and effective urban transport can sgnificantly contribute to achieving objectives in a wide range of
policy domains concerning sustainable development. The success of policies and policy objectives that have been
agreed at EU level, for example on the efficiency of the EU transport system, socio-economic objectives, energy
dependency, or climate change, partly depends on actions taken by national, regional and local authorities. Mobility in
urban areasis also an important facilitator for growth and employment and for sustainable devel opment in the EU areas.
Tackling these challenges will address citizens concerns.

4. Stakeholder Approach in Management of Public Transport Services

How carefully do public transport organizations listen to its customers and other stakeholders? Everyone says
they listen but do they actualy hear what the customer is saying? Or do they tend to filter cusomer needs and
expectations through old paradigms, twisting what customers say they want to fit what you thought they wanted, or what
you hoped they wanted, or perhaps what you aready provide? The only reasonable way in which to reconcile individual
aspirations and the will of al stakeholders in public trangport, is to provide public transport services of the highest
possible quality in away that will persuade alarge number of inhabitants to resist the temptation to use individua modes,
to resist the temptation to use individual modes, to give public trangport atry and become regular public transport users.
The improvement of quality presents positive stakes for all the stakeholders concerned: the public authority, the clients,
the operators, the community and others. Any such action to improve quality naturally comes at a price of al
stakeholders. However, it must be seen as an investment whose beneficiad spin-offs for the community, passengers and
operators will easily justify the commitment. Competing with other modes of transportation, especially the persona car,
requires understanding what good public transport serviceisand why it isimportant [4, 5]. The first question is, “What is
customer service and how can public transport service meet customers and other sakeholders needs? Clearly, customer
service means more than putting vehicles on the street. In the broadest sense, customer service is doing whatever it takes
to satisfy passengers. Service quality is more dusive than product quality. Because human behavior plays such an
important role in service quality, it cannot be dealt with as much rigor and precision as one would engineer a
manufacturing process so as to produce consistent products [6, 7]. However, as consumers and users of both products and
services, we have no trouble identifying what is important to us. Customer satisfaction or the lack thereof, is the
difference between the services customer expect from public trangport system and the services they perceive they are
getting, al the time comparing public trangport services to alternative modes of travel. While most passengers do not
expect public trangport servicesto be as convenient as a personal car, they often expect them to be more affordable. They
have every right to expect that buses will arrive on time, be clean, comfortable, safe, and that the whole process of using
public transport will be understandabl e and responsive to them as users.

A tool which takes stakeholder demands as its energy source, and focusing those demands so intently that it
can cut through old modes of thinking and operating, to pinpoint a product or level of service that truly will satisfy your
customer [8, 9]. Stakeholder can be a good source of information and finding solutions. For example, experiences from
stakeholders show that there is no single solution to reduce congestion. However, aternatives to private car use, such as
walking, cycling, collective transport or the use of the motorbike and scooter should be made attractive and safe.
Citizens should be able to optimize their travel through efficient links between the different modes of transport.
Authorities should promote co-modality and reallocate space that becomes available after congestion mitigation
measures. Intelligent and adaptive traffic management systems have also proven their efficiency in reducing congestion.

Involvement of stakeholders into provision of public transport services is necessary to assure that a passenger
as an important stakeholder would be satisfied [10, 11]. Therefore, it is necessary to implement new management
models in order to achieve good results and create value to stakeholders. It is necessary to identify and structure the
criteria of meeting stakeholder needs, and to adapt them to organizational management and activity processes. Thereby
the issue of satisfaction of stakeholder needs is viewed from organizational aspect and is confined to organizationa
management and activity processes. The position istaken up that in order to create value for stakeholdersit is necessary
to identify criteria that organization could follow in its activity and consequently generate premises for efficient
management of stakeholder relationships and for satisfaction of stakeholder needs.

Particular stakeholders or their groups could be distinguished in public transport enterprises. A very large
impact on the decisions of the public transport enterprises has not only typical stakeholders (customers and end users,
employees, owners and investors, suppliers and partners, community) but state institutions and local authorities
(municipalities) as well. Unlike other organizations public transport enterprises experience great influence from state
ingtitutions and local authorities in their decision taking, organizational management and performance. Therefore,
public transport enterprises have particular stakeholders with the specific relationships and influence, and it is important
to know how to align and satisfy their interests. Consequently, the research carried out on the example of public
transport enterprises will help to solve the analogical problems of other organizations, which have smaller number of
stakeholders and their groups.
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5. Challengesfor Public Transport (PT)

Existing urban public transport must improve and develop their activity in many aspects:

- Improving PT attractiveness. Public transport is considered key to the policy objectives of achieving an integrated

and sustainable transport system. Improvements to public transport operations alone will not necessarily persuade
people to forego the use of their cars and make use of public transport modes. Improvements to public transport
operations alone will not necessarily persuade people to change mode. Intending travelers need to be informed of
what is available [12]. Existing urban public transport systems must improve their travel speed, reliability and quality.
New organizations and wider application of new PT systems based on existing new technol ogies with lower cost must
be investigated.

Taking care of innovation and optimization. New innovative public transport services should be developed, in
terms of development and applications of public transport organization in areas with low population density and in
times with low demand. New sources and forms of innovation need to be identified and legally facilitated to provide
additional development means for public transport infrastructure and services. expansion of research on fresh
concepts in urban buses systems in towns in relationship with new mobility culture, such as new modular vehicles
offering dedicated wagonloads to major roads or to secondary roads or to different uses, new optimization of the
multi-modal s systems of transport including buses, trains, bikes and so on.

New technologies: driven by industry and in response to the European emissions thresholds, conventiona
combustion engine technology is becoming cleaner. Cataytic converters and particul ate filters will yield significant
improvements in reduction of pollutant emissions in the future. Research and technological development co-funded
by the EU has had a strong focus on clean and energy efficient vehicle technologies and alternative fuels, such as
biofuels, hydrogen and fuel cdls' [2, 13]. The environmental performance of the existing vehicle fleet could be
further improved by setting harmonised minimum performance standards for the operation of vehicles. A gradua
tightening of these standards over time could lead to a continuous process of upgrading or phasing out of old heavily
polluting vehicles. Such a genera approach could help to increase the use of clean and energy efficient vehicles in
urban transport and on the longer term prevent a fragmented patchwork of different low-emission zones.

Further promotion of a broad market introduction of new technologies could be achieved through economic
instruments, such as incentives for the purchase and operation of clean and energy efficient vehicles by public
authorities, and non-economic instruments, such as restrictions for heavy polluters and privileged access for low-
emitting vehicles in sengtive areas, provided they do not distort the internal market rules.

- Involvement of all stakeholders. According to all the stakeholders, the new economic context justifies a pursuit of

efficiency effort in transport with a new urban mobility culture. New technology to improve BHLS (Bus with High

Level Services) and BRT (Bus Rapid Transit) new solutions are concerned as well as fresh concepts for organizing

urban transport.

Some strong recommendations must be welcomed by all the stakeholders:

¢ Urban mobility must be taken in a very large sense of the term including persons and goods, cities and inter-cities
management, public transport and new public or private solutions, new urban mobility policies.

¢ Partnership between transport research ingtitutions and city authorities has to be most often develop in different
fields.

¢ Towns and cities policy makers and citizens are now aware of the very important role of urban mobility
management on different scales levels and with an open-minded intermodal way of thinking.

¢ Itistimefor the research to make a bigger step in many topics related to urban mobility (from citizens' behavior to
high tech traffic management or information, related to new transport systems).

¢ European specificities in transport system must be anayzed and taken into account in relationship with the
European harmonization closdly linked with economic development and public transport management.

- Sustainable development. The demographic devel opments that are considered to have the highest impact on public

transport are the continuous decline in birth rate and the ever-increasing life expectancy of the European population.
Both trends lead to a significant shift in the age structure towards higher ages. Yet, elderly are expected to be more
active in future with new mobility needs, but ageing will generate new transport needs.

Major lifestyle changes will continue in future with the increase of new forms of work, changed consumption
behavior and diversified leisure activities. An accompanying development will be the increasing wish of most
customers to get individualized products and services. Public schedules will become less important. Travel patterns
will become moreindividua and complex over distance and time. Traditional public transport services will have to be
adapted accordingly.

On the other hand, it has to be taken into account that a growing part of the society might not be able to adapt
to the new technol ogies of information and communication proposed in PT. Many users are afraid of using high-tech
devices (e.g. ticket machines or fully automatic transport systems). Automotive industry experiencein that regard has
to be used as areference. Specific approaches have to be devel oped:

1

See for example the Communication from the Commission to the European Parliament, the Council, the European Economic and Social
Committee and the Committee of the Regions - Towards Europe-wide Safer, Cleaner and Efficient Mobility: The First Intelligent Car Report -
COM(2007) 541, 17.9.2007.
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¢ Development of physical implementations and major demonstration programs in the main big European cities
according to the sustainable development aim (such as new bus station, implementation of system and
demonstration sites, test of second generation hybrids, full eectric, travelersinformation.

¢ Development and generalization of tools such as sustainable urban transport planning (including buses) as a
contribution to sustainable urban mobility linked with city planning [13, 14].

- More customer-oriented services. In order to deliver more tailor-made yet efficient public transport services, travel
patterns need to be analyzed as detailed as possible. The public transport providers have to respond to varying
mobility needs of the different customer groups across distance and time (including at night). Assurance of easy
accessto PT useis also of great importance. Increasingly complex travel services and devices require public transport
systems to be easy to understand before and during use, and to reduce inhibition thresholds [15, 16]. Ticketing and
information systems will need to respond to the desired door-to-door service approach and be as ssmple as possible.
For public transport infrastructure and rolling stock a higher level of accessibility is needed to respond to all travelers
demands.

For the customer, service quality is everything. Approaches in the past that entailed (even opposing) one
particular aspect of service quality to another — punctuaity, safety, and customer service — overlooked this basic
overall customer expectation. In the public transport sphere like any other, quality has to take account of service's
every dimension [4].

When faced with the necessity to travel, an individud’s natural desire is for a personal mode of transport that
is flexible, independent and that is perceived as fast. The only reasonable way in which to reconcile individual
aspirations and the will of all stakeholders in public transport, is to provide public transport services of the highest
possible quality in a way that will persuade a large number of inhabitants to resist the temptation to use individual
modes, to resist the temptation to use individual modes, to give public transport a try and become regular public
transport users [7]. It is important to finding way to enable the use of urban buses by giving the customers the
possihility to use the trip time for work, information or leisure; to change the image of the busin citizen’s minds.

The improvement of quality presents positive stakes for all the stakeholders concerned: the public authority,
the clients, the operators, the community and others. Any such action to improve quality naturaly comes at a price of
all gakeholders. However, it must be seen as an investment whose beneficial spin-offs for the community, passengers
and operators will easily justify the commitment.

- Creating a new urban mobility culture. The chalenge facing urban areasin the context of sustainable development is
immense: that of reconciling the economic development of towns and cities and accessibility with improving the
quality of life and with environmental protection, on the other [13]. In order to address these issues, which have many
and varied implications, a joint effort will make it possible to encourage the search for innovative and ambitious
urban transport solutions with a view to arriving at a situation where towns and cities are less polluted and more
accessi ble and where traffic within them flows more freely. Working together, we must seek ways of achieving better
urban and suburban mohility, sustainable mobility, and mobility for all the inhabitants of Europe, while alowing
economic operatorsto play their rolein our towns and cities.

- Optimizing the use of private cars. Less car-dependent life-styles can be promoted through new solutions like car-
sharing. More sustainable use of the private car should be encouraged for example by carpooling, which will lead to
roads with fewer cars each of them carrying more people. Other options may also include “virtual mobility”: tele-
working, tele-shopping, etc.

As suggested during the consultation, adequate parking policy is also necessary to reduce the use of carsin the
centre of the cities. Providing more parking spaces may, in the long term, encourage car transport, in particular if they
are free of charge. Parking fees can be used as an economic instrument. Differentiated fees can be considered to
reflect the limited availability of public space and create incentives (e.g. free parking spaces at the periphery and high
feesin the centre).

- Better information for better mobility. One of the critical success factors for mobility in urban networks is, for
travelers, to be able to make informed choice on mode and time for travel. Thisrelies on availability of user-friendly,
adequate and interoperable multi-modal trip information for planning ajourney.

Stakeholdersindicate that ITS allows a dynamic management of existing infrastructure. Additional capacity in
excess of 20-30% or more can be gained by more effective use of road space [17]. Thisis particularly important since
there isusually little scope to provide additional road space in urban areas. The active management of urban transport
infrastructures can also have a positive impact on safety and the environment. A particular areafor ITS could be the
management of seamless connections between networks at the urban-interurban interface. Local authorities and
private stakeholders should be fully engaged in the implementation and operation of these applications and services
from the early stages onwards. Stakeholders will include technology providers, transport and infrastructure operators,
industry, value-added service providers, digital mapmakers, enforcement agencies and infragtructure users.

6. Findings and Conclusions
Public Transport is in the front ling certainly for a long time, in regards to the sustainable development

necessities and the new economic context. Therefore, there is a strong demand on research efforts in the medium term,
demanding ambitious research programs[3, 12].
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A quality approach cannot be implemented without knowing the quality expected by the customers; not the

utopian quality that might dream outside the specific context, nor contrarily the quality that expect to encounter
objectively during the next journey, but the service that customers see as legitimate and normal. The expression of this
expected quality means that all the sakeholders have to view the services through customer’s eyes [8]. This can be
achieved mainly through the provision of improved services and performing research in the most important fields:

- Information management. Traditionally, public transport companies issued information on times and fares of their

services, primarily through timetables and fares tables; these were generally complemented with marketing initiatives,
including special offers. Provision of this core information remains fundamental at least as a foundation to gaining —
and keeping — travellers. However, ssimply providing the information will not of itself suffice to persuade habitua car
users that they should consider public transport as an dternative; in many cases they will not even think of accessing
information sources to see what options exist. To attract their interest, it is essential that the extent and scope of
information provision should be substantially widened so that they become aware of the opportunity. Effective
development of public transport information systems requires involvement of the many organizations and
stakeholders.

- Quality management. Quality objectives expressed in terms of results for the customer and assessment by detailed

criteria, e.g. timeliness measured by the number of affected customers rather than by the number of trains delayed;
harmonization of the methods used to check passenger numbers and deviations to time-tables; benchmarking studies
on PT costs and PT efficiency. Efficient public transport system and its management play a very important role in
increasing safety, improving network efficiency and stimulating intermodality which reduces transport impact on
environment and makes cities more attractive. Even with the constantly increasing number of private cars public
transport can play a very important role as efficient management of public transport system is vital to rapid economic
growth and people welfare.

- Innovative operation methods and tools. Research on innovative organization and communications structures for PT

undertakings, on optimization of fleet and operating systems under consideration of interfaces with other
modes/companies as part of an integrated network at the entire city and hinterland level; on integrated technica
platforms for intermodal communication and real-time “rendez-vouz” between vehicles (different lines, different
modes, different operators, different authorities); on the development on the basis for an efficient PT supply chain
management; on new operation methods to better answer a flexible demand (flexible working time for staff, new
skills, etc.), on innovative tools for managing PT companies and innovative marketing techniques. Continued
progress in meeting the needs of the mobility problem in developing cities will focus on: (a) highway building,
hopefully used as an opportunity to rationalize access, (b) public trangport management improvements, (c) pricing
improvements, (d) traffic management, and (€) possibly an emphasis on rail rapid trangt based on new revenue
techniques.
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Abstract

The paper presents an investigation of compound consists of Co, hanoparticle and different number of water molecules.
Presence of a solvent is accounted. Obtained results help usforesee possibility of the cobalt nanoparticle using to split
hydrogen from water .

KEY WORDS: Co nanoparticle, deprotonation, hydrogen, hydrogen molecule.

1. Introduction

Today, climate change is one of the main problems that is related with carbon dioxide emissions. It is well
known transport sector is dependent on fossil fuels and responsible for ailmost a quarter of the above emission. During
several decades different technologies of the alternative fuel's have been developed. One of them is hydrogen which is
called a second-generation biofuel due to lack of harmful emissions in the use phase. It is quietly functioning and has
increased efficiency of fuel cell vehicles when compared to internal combustion engines [1]. However, the technology
is dependent on rare metals such as platinum and palladium that dramatically increase the cost of the hydrogen fuel. The
using of the above metals may hinder hydrogen fuel to become more democratic, i.e. widely used. Hence, some issues
have to be addressed in order to make hydrogen technology more promising.

One of the ways to make hydrogen fuel technology more attractive is to decrease its cost, i.e. in the above
technology to use metals that are not so expensive as platinum and palladium. Recently, we have studied the
geometrical and eectronic structures of small CosO,, particles containing m=1-9 Oxygen atoms applying density
functional theory [2]. It has been pointed out, that the Oxygen atoms gtabilize CosOp, (M= 0-9) particles. The results
obtained indicate that stabilization effect is depended on a number of the Oxygen atoms and alows us to predict that
gtarting with m=7 (m is number of Oxygen atoms) further increasing the number of the atoms will not influence
strongly the stability of CosOp, particles. The results obtained and the explanation presented alows us to foresee, that
Oxygen atoms will stabilize Cos particles due to dissolution of Co-Co bonds that possess the antibonding character.

On the other hand, the above results alow us to predict that Co nanoparticle could deprotonate water, i.e. Co
nanoparticles could be used in the hydrogen fuel technology instead platinum or palladium. Hence, the aim of research
performed is to predict the above presumption.

2. Method of Investigations

The structural origin of clusters has been studied by using the generalized gradient approximation for the
exchange-correlation potential in the density functional theory (DFT) as described by Becke' s three-parameter hybrid
functional, using the non-local correlation and provided by Lee, Yang, and Parr. The DFT methods is commonly
referred to asB3LY P [3, 4] — arepresentative standard DFT method. The 6-31G basis set has been used aswell [5].

The calculation s performed in the presence of a solvent by placing the solute in a cavity within the solvent
reaction field applying the Polarizable Continuum Modd using the integral equation formalism variant (IEFPCM
mode!) . In this case the solute cavity is created via a set of overlapping spheres[6, 7]. The approach and basis set were
chosen keeping in mind relatively minimum computational costs. The sructures of the investigated nanoparticles have
been optimized globally without any symmetry constraint and by starting from threeinitial geometries taking in account
the temperature of the solvent. The number of water molecules and their displacement in respect of Co, particle taking
in the account the properties of Co atom to form coordination complexes. The Gaussian program suite was used for all
simulations here [8].

3. Results Obtained

The main results of the investigations of the systems consisting of Co, nanoparticle with 8, 12 and 16 water
moleculesindicate that in water the squar planar coordinated complexes of Co should be formed and at least one water
molecule should be deprotonated. However, destroing of Co, nanoparticle is water molecule number dependen. In the
compound consists of 8 water molecules the Co-Co bond is not destructed while in other compounds investigated this
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bond is absent. Additionally, the above destruction of Co-Co bond is not temperature depended. It implies, that binding
energy per atoms remains approximately the same with incresing the temperature, i.e. the energy of the compounds
obtained in different temperature is equal to 0.02 eV or less that is too small to make conclusion in which case the
compounds are more stable (Fig.1).
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Fig. 1. Binding energy per atoms dependence on the temperature of the compaundsinvestigated consist of 8, 12 and 16
water molecules

It is not surprise, that compounds with non-destructed Co-Co bond is more stable than other. However, the
larger number of water molecule not only destructed Co-Co bonds but decrease binding energy per atoms. It implies
that the formed Co coordinated complexes should be more simple destructed when the Co nanoparticle concentration in
the water will be as small as possible.

It is emphasized, the most important results are that in al our investigated cases one water molecule is
deprotonated and hydrogen ion is present in the compounds investigated (Fig. 2).

It is necessary to pay attentions that different number of water molecules leads to formation of square planar
Co coordinated compound with different ligands. It is interesting, that in case of 8 water molecules, the above
coordinated complexes possesses ligands that are common for both Co atoms in spite of ligands sufficient. More
probably that happens because the Co-Co bond isnot destructed.

Moreover, in these compounds and in the compounds consist of 16 water molecules the OH™ and hydrogen
atom are ligands, while in the cases of 12 water molecules the ligand is OH™ group only. It is prediction, that the above
results arerelated with Co atom oxidation state.
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Fig. 2. An example of several results obtained to show that the water molecule is deprotonated if the Co, nanopaticleis
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Fig. 3. Results indicated hydrogen molecule formed in the compounds with 12 and 16 water molecules when the
temperatureis 310 K in both cases
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On the other hand, results of our investigation prove that the hydrogen molecule could be formed when therate
Co: water molecules are 2:12 or 2:16. In these cases the temperature is very important factor because the hydrogen
molecules are formed only in certain temperature region. In the case of the 16 water molecules the temperature should
be at 310 K, whilein the case of 12 water moleculeit is310— 320K (Fig.3).

Hence, results obtained indicate, that Co nanoparticle could be used to split hydrogen from water. Moreover in
some cases the Co nanoparticles may be used for hydrogen molecules formation. Additionaly, we may speculate, that
rate two Co atoms for 8water molecules could be the best choice in the fuel technology because the Co nanoparticle is
not destructed. It implies that the Co particles could be used as catalyser in water deprotonation reaction. However, it is
necessary to remember the stability of this compound which is the largest in the case of 8 water molecules than the
stability of other compounds investigated. It implies that removing of the Hydrogen atom from the compound and
forming of hydrogen molecule could be rather difficult.

4, Conclusions

Quantum mechanical investigations of Co, compounds consist of different number of water molecules
exhibited that two coordinated Co complexes are formed. One of the ligands of these compounds could be hydrogen
atom or OH groups and it is Co oxidation state dependent.

The investigations clearly indicate, that water molecule is deprotonated in the compound with Co nanoparticle.
Basing on the results obtained it is possible foresee that rate two cobalt atoms and eight water molecules could be the
best choice for hydrogen technology.
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Abstract

The article reviews and evaluates recent developments in methods and techniques for the analysis of explosives from
the point of view of both experimental use of instrumentation and quality of the data obtained. Some current ectronic
structure calculations have concentrated on discussion of ab initio techniques, as these are the most accurate and, in
principle, universal methods.

For the theoretical investigations of molecular eectronic structure and geometrical data of 2,4,6-trinitrotoluene was
used Hartree-Fock approximation with 6-31G* basis set (polarization d functions on second period elements; al in all
250 basis functions). Also 6-311G** basis set with two polarization d functions on second period elements, and plus
one f function and diffuse s and p functions on second period atoms, and additionaly diffuse functions on hydrogen
atoms (al in al 770 basis functions). The basis functions used are necessary to achieve reliable results in such
investigations.

Also this artticle anayses the multiconfigurational self consistent fidd (MCSCF) calculations performed for
trinitrotoluene. In this theoretical investigations we left unfrozen 10 highest occupied MO's and 10 lowest unoccupied
MO's from the Hartree-Fock Slater determinant. All configurations generated from unfrozen MO's with spin projection
zero were included in the MCSCF procedure. In that case, we had more than 65000 configurations. All unfrozen MO's
aren orbitals of the benzenering and NO, groups.

All calculations were performed applying of ab initio quantum mechanical methods using the GAMESS computer code
integrated under the SCore type PC cluster TAURAS [1, 2]. Obtained results show that the clugter is good device for
such tasks. Also the dectronic structure calculations provide useful estimates of the energetic properties of chemical
systems, including preferred molecular structures, spectroscopic features and probable reaction paths.

KEY WORDS: trinitrotoluene, electronic structure, spectroscopic features, parallel calculations, SCore cluster.

1. Introduction

The intelligent technologies using parallel computing stimulated a fast growth of new ways of doing science.
Computational quantum chemistry is the ground of molecular modeling and helps us simulate by supercomputers
phenomena materials that are too complex to be reliably predicted by theory and too dangerous or expensive to be
reproduced in the laboratory.

For these investigations was chosen explosive mol ecule such as trinitrotol uene (C;HsN3Og). This molecule can
exist as different isomers such as: 2,3,4-, 2,4,5-, 2,4,6- and 2,5,6-TNT. The isomer that is used in the explosive industry
is the symmetrical isomer 2,4,6-trinitrotoluene. The 2,4,6-trinitrotoluene — the most common nitro aromatic compound
used to charge landmines and some of its physical constants. TNT is very stable, no hygroscopic, relative insendtive to
affect friction, shock, and electrostatic energy. The trinitrotoluene molecule typical characteristics are: the molecular
weight — 227.13; the density — 1.65 (g/mL); the melting point is 80.65 °C; the bailing point is 210 °C (10 torr); the flash
point is 240 °C; the ignition point is 295 °C; the energy of formation — 184.8 kJkg; the enthapy of formation — 261.5
kJkg. The precise computations of 2,4,6-trinitrotoluene molecule may be of interest for experimental spectroscopy,
because the vibrational spectra are the fingerprints for molecular species identification.

For detection explosives from spectral characteristics can be used Infrared (IR) and Raman spectroscopy
methods. The vibrational frequencies depend on interactions between atoms and groups of atoms. They tell us about
intramolecular and intermolecular interactions. The vibrational modes vary with the nature of atoms in the bond and
chemical environment. They give us information about chemical bonding and the chemica environment. Many bond
types exhibit characteristic (“fingerprint”) vibrational frequencies that alow us to establish the presence of certain
functional groups, or products in a catalytic reaction.

In order to obtain the spectroscopic signature of the expl osive molecules was performed frequency cal culations
for the different basis sets. The theoretical frequencies for 2,4,6-TNT was obtained. This work present the vibrational
frequencies of the most stable geometry observed. These frequencies have to be real, or positive to consider that the
geometry reach a minimum.

The purpose of our work was to investigate how strong calculated vibrationa frequencies, infrared (IR) and
Raman radiation intensities depend from the ab initio method used. We did not find in literature or in available
databases the all results of anal ogous theoretical investigations for given molecules.
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2. Optimization of TNT Molecular Structure

These investigations started at the geometry optimization of the 2,4,6-trinitrotoluene in order to determine the
lowest energy conformation and the symmetry optimization. The energy of a molecular system varies with changes in
its structure and it is specified by its potential energy surface. A potentia energy surface is a mathematical relationship
linking molecular structure and the resultant energy. The geometry optimizations usually attempt to achieve minimum
potential energy surface, in that way predicting equilibrium structures of the molecular systems. To optimize the
geometry was used the GAMESS computer code [2].

The calculated optimized energies of 2,4,6-trinitrotoluene at different basis sets, in hartrees are presented in
Table 1. Among the several basis sets used for these calculations, the 6-311G** basis set provides the lower energy
conformation. The most stable geometry obtained for the 2,4,6-trinitrotoluene is show in figure 1. This molecule has C;
symmetry and consists of a phenyl ring with a methyl group and three nitro groups at positions 2, 4 and 6. Fig. 1 shows
significant change of electronic charges of atoms and dipole momentum for trinitrotoluene molecule and
significant influence of electron correlation and necessity of MCSCF method for investigated molecule
multiconfigurational properties. The results in figure 1 where achieved by the cluster [1], and as visualization
method was used the MOLDEN version 4.6.
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Fig. 1. The view of optimized 2,4,6-trinitrotoluene molecular structure: (a) top and (b) side; (c) the charges of the
atomsin the trinitrotoluene molecule (in a u.) calculated in the Hartree-Fock approximation in the 6-31G* basis
set and by the MCSCF method (in parentheses). Arrows show approximate direction of the dipole moment
calculated in the Hartree-Fock approximation (Dw = 1.759 D) and by the MCSCF method (DMCSCP - 1.444 D,
dashed arrow)

All quantum mechanical calculations were performed using the Hartree-Fock approximation. The family of
basis sets; 6-31G*(1d), 6-311G**(1d), 6-311G**(2d), 6-311G**(2d+1f), 6-311G**(3d+1f) and 6-311G**(3d+1f+3p)
vas used. The investigations was done from 6-31 G* (with polarization d functions on second period elements; al in all
250 basis functions) to 6-311 G** (with two polarization d functions on second period €l ements). Additionally was used
one f function and diffuse s and p functions on second period atoms and diffuse functions on hydrogen atoms (all in all
770 basis functions). The sets of basis functions were used to get a full optimization of 2,4,6-trinitrotoluene molecule
with aC; symmetry.

Tablel
Geometry optimization results of trinitrotoluene molecule; basis sets and number of basis functions,
total energy and dipole moment. Computations were performed in Hartree-Fock approximation.
The cluster of 9 CPU'’ s was used.

swissa | Moot | nav | Dplomonann| Copedie
6-31 G* (1d) 250 -880.117 1.759 146.9 (2.45)
6-311 G** (1d) 319 -880.326 1.785 2474 (4.12)
6-311 G**(2d) 415 -880.365 1.702 555.0 (9.25)
6-311 G** (2d+1f) 575 -880.406 1.713 1511.7 (25.20)
6-311 G** (3d+1f) 671 -880.426 1.727 5349.8 (89.16)
6-311 G** (3d+1f+3p) 716 -880.432 1.716 6773.7 (112.9)

The basis functions used are necessary in order to achieve reliable results in such investigations During
multiconfigurational self consistent field (MCSCF) calculations performed for trinitrotoluene was left unfrozen 10
highest occupied MO and 10 lowest unoccupied MO from HF Slater determinant [15, 16]. All configurations generated
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from unfrozen MOs with spin projection zero were included in MCSCF procedure. Was used more than 65000
configurations.

Full geometry optimization was performed for trinitrotoluene molecule in Hartree-Fock and in MCSCF
approximations. During investigation the C1 symmetry point group of the molecule was assumed. Figure 1 shows
significant influence of electron correlation and necessity of MCSCF method for investigation of optical properties of
investigated molecule multiconfigurational properties. Full geometry optimization was performed for the trinitrotoluene
molecule in the Hartree-Fock and in MCSCF approximations. During investigation the C1 symmetry point group of the
mol ecul e was assumed.

The results of trinitrotoluene geometry optimization are presented in Table 1: basis sets and number of basis
functions, total energy and dipole moment. Even with such comparatively small cluster TAURAS we can perform all
necessary computations at Hartree-Fock level and some necessary computations at MCSCF. It can be stated that created
PC'’s cluster allows solving of modern quantum chemical problems at necessary level.

Table2
Bond lengths of the 2,4,6-trinitrotoluene
Bond(A) Basis sets
6-31G*(1d) | 6-311 G**(1d) | 6-311 G**(2d) | 6-311 G**(2d+1f) | 6-311G**(3d+1f)
C1-C2 1.413 1.409 1412 1.409 1.408
C2-C3 1.382 1.385 1.380 1.385 1.377
C3-C4 1.373 1.370 1.372 1.370 1.369
C4-C5 1.371 1.371 1.370 1.372 1.366
C5-C6 1.386 1.380 1.385 1.380 1.382
C1-C6 1.410 1412 1.409 1412 1.406
C1-C7 1.518 1.518 1.518 1.518 1.515
C7-H8 1.067 1.066 1.066 1.066 1.065
C7-H9 1.080 1.080 1.080 1.080 1.080
C7-H10 1.080 1.080 1.080 1.080 1.080
C2-X1 1.474 1.489 1.482 1.482 1.480
X1-Y1 1.190 1.183 1.183 1.183 1.180
X1-Y2 1.193 1.185 1.186 1.186 1.183
C3-X2 1.068 1.068 1.068 1.068 1.066
C4-X3 1.456 1.463 1.463 1.463 1.461
X3-Y5 1.191 1.184 1.185 1.185 1.182
X3-Y6 1.191 1.185 1.184 1.184 1.182
C5-X4 1.068 1.068 1.068 1.068 1.066
C6-X5 1.481 1.482 1.489 1.489 1.487
X5-Y9 1.192 1.186 1.185 1.185 1.182
X5-Y10 1.190 1.183 1.183 1.183 1.180
Y 1-H8 3.68622 3.51721 3.68959 3.68959 3.68715
Y 1-H9 2.37672 2.01836 2.38180 2.38180 2.37886
Y 10-H10 2.37672 3.51721 2.38180 2.38180 2.37886
Energy -808.117 -808.326 -808.366 -808.407 -808.432
Dipole moment 1.702897 1.701599 1.701575 1.710988 1.716012
Table3
Calculated dihedral angles (°) of the 2,4,6-trinitrotoluene on cluster TAURAS
Dihedral angles Basis sets
6-31G*(1d) | 6-311 G**(1d) 6-31 G**(2d) | 6-31 G**(2d+1f) | 6-31G**(3d+1f)
C2-C1-C7-C6 180.0 180.0 180.0 180.0 180.0
C2-C1-C7-H8 180.0 121.6 180.0 180.0 180.0
X1-C2-C1-C3 180.0 180.0 180.0 180.0 180.0
Y 1-X1-C2-C1 0.0 0.0 0.0 0.0 0.0
X2-C3-C2-C4 180.0 180.0 180.0 180.0 180.0
X3-C4-C3-C5 180.0 180.0 180.0 180.0 180.0
Y5-X3-C4-C3 0.0 0.0 0.0 0.0 0.0
X4-C5-C4-C6 180.0 180.0 180.0 180.0 180.0
X5-C6-C5-C1 180.0 180.0 180.0 180.0 180.0
Y 9-X5-C6-C5 0.0 0.0 0.0 0.0 0.0
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Table4
Calculated angles (°) of the 2,4,6-trinitrotoluene on cluster TAURAS
Bond angles EEEISEED
6-31G*(1d) | 6-311 G**(1d) | 6-311 G**(2d) | 6-311 G**(2d+1f) | 6-311G**(3d+1f)

C1-C2-C3 123.8 123.1 123.8 123.8 123.8
C2-C3-C4 118.7 119.3 118.7 118.7 118.7
C3-C4-C5 121.1 121.1 121.1 121.1 121.1
C4-C5-C6 119.4 118.7 119.3 119.3 119.3
C1-C6-C5 123.0 123.8 123.1 123.1 123.1
C2-C1-C6 114.1 114.0 114.0 114.0 114.0
C2-C1-C7 121.3 124.6 121.4 121.4 121.4
C6-C1-C7 124.6 121.4 124.6 124.6 124.5
C1-C7-H8 111.9 109.5 112.0 112.0 111.8
H8-C7-H9 109.6 106.9 109.5 109.5 109.7
H8-C7-H10 109.6 109.5 109.5 109.5 109.7
C1-C2-X1 122.8 124.4 122.9 122.9 122.9
C2-X1-Y1 119.2 119.9 119.0 119.0 119.1
C2-X1-Y2 116.7 116.2 116.6 116.6 116.6
C2-C3-X2 120.4 120.4 120.5 120.5 120.4
C3-C4-X3 119.5 119.4 119.5 119.5 119.5
C4-X3-Y5 117.2 117.1 117.1 117.0 117.1
C4-X3-Y6 117.2 117.0 117.1 117.1 117.2
C4-C5-X4 120.3 120.8 120.3 120.3 120.4
C5-C6-X5 112.6 113.4 112.6 112.6 112.5
C6-X5-Y9 116.3 116.6 116.2 116.2 116.2

C6-X5-Y10 120.1 119.0 119.9 119.9 120.0

The calculated structural parameters (bond lengths, dihedral angles and angles) of the 2,4,6-trinitrotoluene are
listed in Tables 2, 3 and 4, respectively. The labeling of the atomsin these tablesis consistent with the labeling with the
labeling model shown in Figure 1. The parameters were obtained using the Hartree-Fock method increasing the basis
sets from 6-31G* (1d) to 6-31G**(3d+1f). Those tables also provide the parameters obtained from Chen and coworkers
using the Hartree-Fock with the basis sets 6-31G* level.

The parameters obtained with the HF/6-31G* (1d) basis set are compared with the val ues obtained by Chen and
coworkers using HF/6-31G*. The HF method used by P. C. Chen et al. (1997) underestimates the bond lengths of the
2,4,6-trinitrotoluene optimized compare structure to the DFT leve of theory. The C-C, C-N, and N-O average bond
lengths cal culated by HF method has a lengths differences of -0.0085, -0.0170 and -0.0367 A, respectively. However no
significant differences where observed between the bound angles and dihedra angles (Table 3 and 4) calculated by
cluster and obtained by Chen and coworkers [14].

3. The Vibrational Spectra Computationsof 2,4,6-TNT

The geometrical conformation of the trinitrotoluene explosive molecule helps to understand the thermal
decomposition mechanisms, and the vibrational frequencies depend on interactions between atoms and groups of atoms.
They tell us about intramolecular and intermolecular interactions. The vibrational modes vary with the nature of atoms
in the bond and chemical environment. They give us information about chemical bonding and the chemical
environment. Many bond types exhibit characteristic (“fingerprint”) vibrational frequencies that allow us to establish
the presence of certain functiona groups, or productsin a catalytic reaction.

In order to obtain the spectroscopic signature of the explosive molecules we performed frequency cal culations
for the different basis sets. The theoretical frequencies for 2,4,6-TNT was obtained. This work present the vibrational
frequencies of the most stable geometry observed. These frequencies have to be real, or positive to consider that the
geometry reach a minimum.

Trinitrotoluene molecule vibrationa spectra computations were performed using computer code GAMESS [2].
For potentiad energy surface determination in Hartree-Fock (HF) approximation atomic orbital (AO) bass 6-31G* (total
250 basis functions) was used. Number of necessary to compute many center integrals was more than 10°.

Though the bond length changes in the trinitrotoluene molecule were not large in HF and MCSCF methods,
the change of vibrational frequencies and vibrational forms was significant (the changed molecular force field by the
MSCSF method was the main cause). Most of the frequencies increased when the MCSCF method was used, all very
low freguencies with out-of-benzene ring vibrational forms disappeared.



81
Table5

Trinitrotoluene molecule harmonic vibrational frequencies, IR and Raman intensities
and forms of vibrations calculated in the Hartree-Fock approximation in the 6-31 G* basis.
Only the most significant intensities are shown

Frecqnlqucy I;;?;?SX% Rarnzn4|/2l?13ty, Vibrational form
1306 16 Benzenering in plane deformations
1623 37 Valence angle deformationsin NO,, CH; groups and benzenering
1627 11 7 Valence angle deformationsin NO,, CH; groups and benzenering
1639 40 Valence angle deformationsin NO,, CH3 groups and benzenering
1788 71 Benzenering deformations
1885 14 NO, group gretching vibrations
3269 137 CHj; valence angle deformations
3332 74 CHj; group stretching vibrations
3467 36 CHj; group stretching vibrations
3470 29 CH bond stretching vibrations
3496 29 CH group gtretching vibrations
Table 6
Trinitrotoluene molecule harmonic vibrational frequencies, IR and Raman intensities
and forms of vibrations calculated in the MCSCF approximation in the 6-31G* basis.
Only the most significant intensities are shown
T | dmts | mm Viation form
849 145 Benzenering deformationsin the molecul e plane
853 123 Benzenering deformationsin the molecul e plane
NO, CN bond stretching and benzene ring in the molecule plane
1231 .
86 deformations
NO, C-CH; bond gretching and benzene ring in the molecule
1287 85 ;
plane deformations
NO, CN bond dgretching and benzene ring in the molecule the
1478 286 )
mol ecul e plane deformations
1520 156 Benzenering deformations
1561 14 47 NO, CN bond stretchin_g and benzene ring in the molecule the
mol ecul e plane deformations
O, CN bond gretching and benzene ring in the molecule plane
1594 14 0 deformations
1708 158 Benzenering in the mol ecul e plane deformations
1789 2.7 82 NO bond gretching vibrations
1860 14 65 NO, group gretching vibrations
1903 3.3 81 NO, group gretching vibrations
2211 184 CH and CHj; valence angle deformations
2889 15 233 CH and CHj; valence angle deformations
2957 122 NO group stretching vibrations
2999 40 NO group stretching vibrations
3931 233 CHj; group stretching vibrations
3504 25 CH bound gretching vibrations
3661 68 CH group gtretching vibrations

The calculated by cluster TAURAS neat infrared spectrum corresponding to 2,4,6-TNT was visualized by
MOLDEN 4.6 and presented in figure 2. The bands that allow identifying the neat TNT were obtained in the range of
350-3350 cm . The vibrational signatures observed in the region of 3269-3496 cm ™ can be assigned to asymmetric
and symmetric C-H stretch vibrations, respectively, belong to the alkyl CH; group and the aromatic ring. Other peaks of
high intensity are 1885 cm ™ (NO, symmetric stretching vibration), in the region of 1623-1639%cm ™ (Valence angle
deformations in NO,, CH5 groups and benzene ring), 1306cm ™ (benzene ring in plane deformations). The assignments
of the bands are summarized in the table 6.
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Fig. 2. Infrared spectrum of neat 2,4,6-TNT in the range of 300-3500 cm™ a)IR vibrations calculated in the
Hartree-Fock approximation in the 6-G311 (1d) basis; b). IR vibrations calculated in the MCSCF
approximation in the 6-31G* basis

The harmonic vibrational spectra of molecules (vibrational frequencies, IR and Raman intensities) were
calculated in the HF approximation. The frequencies with greatest IR and Raman intensities only are summarized in the
Tables 5 and 6. Very few frequencies retained the same form in HF and MCSCF approximations: 3496 cm™ (HF) and
3661 cm™ (MCSCF), 3470 cm™ (HF) and 3504 cm™ (MCSCF), 3467 cm™ (HF) and 3931 cm™ (MCSCF) — al CH
bonds stretching vibrations; 3269 cm™ (HF) and 2957 cm™ (MCSCF), 3332 cm™ (HF) and 2999 cm* (MCSCF) — CH;
group CH bonds stretching vibrations, 1885 cm™ (HF) and 1860 cm™ (MCSCF) — NO, group stretching vibrations;
1788 cm™ (HF) and 1520 cm™ (MCSCF) — benzene ring deformations. Zero point energy for trinitrotoluene changes
significantly: from 32572 cm™/molecules in the HF approximation to 44090 cm*/molecules in the MCSCH.

4. Spectra of TNT from IR Technique and Calculated in the M CSCF

In our investigations, as introduced above, was chosen the electronic structure calculations provide useful
estimates of the energetic properties of chemical systems, including preferred molecular structures, spectroscopic
features and probable reaction paths. These some current eectronic structure calculations at first were concentrated on
discussion of ab initio techniques, as these are the most accurate and, in principle, universa methods, because the
achieved results with increasing the calculations of 2,4,6-trinitrotoluene molecule can help us better understand for
whom belongs:. the benzene ring and NO, group deformations, the frequencies of NO group and CH bonds stretching
vibrations. This important information for TNT detection allows us more detail interpretation of experimental
vibrational spectra get by experimenters [12], because infrared spectroscopy is a technique based on the vibrations of
the atoms in molecules. The infrared spectrum is commonly obtained by passing infrared radiation through a sample
and determining what fraction of the incident radiation is absorbed at a particular energy. The energy at which any peak
in an absorption spectrum appears corresponds to the frequency of a vibration of a part of a sample molecule.

For experimental IR spectrum determination a standard solution of the explosive 2,4,6-trinitrotoluene (TNT)
was prepared from a solid compound obtained from Chem Service, Inc. All standards were prepared in methanol
(HPLC grade CH3;0OH, 99.9%) solutions with anominal concentration of 2,000 parts per million (ppm) and 4,000 ppm.

Stainless steel cylinders of dimensions 3 in. diam. x 1 in. height were used to contain and analyze the mixtures
of explosive and soil particles in the Raman microscopy technique experiments. These cylinders were constructed at
Anasco Precision Mechanical Shop, Afiasco, PR. For FTIR plastic recipient were used to contain the mixture until
analyzing. A sample holder of the FTIR instrument was used to place the pellet with the mixture of explosive and soil
particles [12].

The samples analysis was carrying out by the using a Bruker Vector-22 spectrometer equipped with a DTGS
infrared detector. The KBr pressed disc technique (3.0 mg of sample and 50.0 mg of KBr) was used for FTIR analysis.
The sample was placed in the instrument on a sample holder and spectrawere measured at aresolution of 4 cm ™ and 32
scans. The data was obtained using Opus V3.1 (Bruker Optics) Software [12]. IR absorption information is generaly
presented in the form of a spectrum with wavelength or wave number as the x-axis and absorption intensity as the y-
axis. The experimental infrared spectrum corresponding to neat 2,4,6-trinitrotoluene are shown in Fig. 3, b [12]. The
bands that allow identifying the neat TNT were obtained in the range of 350-3350 cm™ .

The vibrational signatures (Fig. 3) observed in the region of 3000-3100 cm™ can be analyzed and assigned to
asymmetric and symmetric C-H stretch vibrations, respectively, belong to the alkyl CH; group and the aromatic ring.
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Fig. 3. The infrared spectrum corresponding to neat 2,4,6-trinitrotoluene in the range of 350-3350 cm™: (a) calculated
in the MCSCF approximation in the 6-31G* basis; (b) experimental [12]

Other pesks of high intensity are 1355 cm™ (NO, symmetric stretching vibration), 1540 cm™ (asymmetric NO,
stretching), 1025 cm™ (CH; deformation), 1085 cm™ (ring C-H in plane bend), at 909 cm™ (methyl rock, C-N stretching
band), at 794 cm™ (ring in plane bend, C-CH; stretch) and a 720 cm™ (C-N-O bend). The assignments of the bands are
summarized in the Table 7.

5. Spectra of TNT from Raman Technique

The Raman spectroscopy is the alternative vibrational technique that can also provide a definitive spectral
“fingerprint” that is unique to a specific molecule. Raman scattering was originally predicted by Ranaisin 1924 and was
first demonstrated in 1928 by C. V. Raman [18]. The characterization of explosives by Raman spectroscopy was first
suggested in 1964 when it was used to investigate the processes involved in nitration reactions [20].

Table8
Raman frequency assignment of TNT explosive
Expfer |menta_| Vi brat_llonal Assignments by theoretical investigations
reguencies cm
326 2,4,6 C-N in planetorson
366 Methyl group deformation
792 C-CHj; stretch, 2,4,6-NO, scissors
822 2,4,6-NO, scissors
914 C-H (ring) out of plane bend
941 C-H (ring) out of plane bend
1091 C-H (ring) in plane bend
1175 Symmetric methyl C-C-H bend
1210 C-H (ring) in plane bend, ring breathing
1361 NO, symmetric, C-N stretching
1538 NO, asymmetric stretching
1616 2,6 NO, asymmetric stretching
2956 C-H asymmetric stretching
3016 Aromatic C-H stretching
3065 Aromatic C-H stretching
3102 Aromatic C-H stretching

Infrared spectroscopy is a technique based on the vibrations of the atoms in molecules, and the Raman
spectroscopy is the study of a small portion of light scattered by a molecule, the light undergoing an exchange of energy
with that molecule. Each Raman active bond in the molecule necessitates the emission of a different wavelength of
light. Thus, while the light incident on the sample has one wavedength, the light scattered off the sample has many
wavelength components, which take the information about the individuality of the sample.

The experimental sample we chose to analyze our calculated results was the experiment accomplished in the
University of Puerto Rico Mayagliez Campus [12]. Where get vibrational spectroscopy measurements were employed
for a Renishaw Raman Microspectrometer RM 2000 system. The system was equi pped with a Leica microscope and two
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lasers. Spectra Physics Millennia laser and Renishaw, high power diode laser. The microscope contained objectives
with magnifications of 5x, 10x, 20x and 50x. The Millennialaser had a monochromatic excitation source generated by a
green diode laser of 532 nm with and a variable output power up to 1 W. The second laser was a Renishaw High Power
785 nm diode laser with a maximum power of 200 mW. The spectra were obtained in the 100-3800 cm ™ range using 2
scans and 20 seconds of integration time. A multi channe Charge Coupled Device (CCD) detector and GRAMS
software were used for data acquisition [12].

Intensity (arb. units)
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Fig. 4. The experimental Raman spectrum corresponding to neat 2,4,6-trinitrotoluenein the range of 200-3200 cm™*[12]

Raman Microscopy was used to identify the spectroscopic signatures of 2,4,6-trinitrotoluene in soil particles.
In this step, the particles of soil used were sand and montmorillonite clay. The mixtures of TNT—soil were studied under
different environmental conditions (pH, humidity, UV light exposure, temperature, concentration of explosive in the
soil, and aging effect).

Figure 4 present the spectra of neat 2,4,6-trinitrotoluene. The peaks that permit identify compound can be
observed. The major strong bands that allow identifying the TNT were observed in 3016 and 2955 cm ™. These bands
can be assigned to aromatic C-H stretch vibration and symmetric belong to the akyl CH; group, respectively. The
principal peaks of high intensity are 1365cm ™ (NO, symmetric stretching vibration), 1535 cm™ (asymmetric NO,
stretching), 1617 cm ™ (2,6-NO, asymmetric stretching vibration), 1210 cm ™ (C-H (ring) in plane bend, ring
breathing). Bands very weak too are observed at 822 cm ™ (nitro-group scissoring mode), and 792 cm ™ (C-CHj stretch,
2,4,6-NO, scissoring). Assignments of the bands are summarized in Table 8.

6. Conclusions

Calculations of 2,4,6-trinitrotoluene molecule optimization at Hartree-Fock level show the influence of NO,
groups to electronic structure of TNT compounds. Results of this study provide valuably information in the field of
aromatic nitro compounds.

Therefore, the calculations of 2,4,6-trinitrotoluene molecule by MCSCF method showed significant change of
vibrational spectrum characterigtics from those calculated at Hartree-Fock level. Achieved results with increasing the
calculations can help us better understand for whom belongs: the benzene ring and NO, group deformations, the
frequencies of NO group and CH bonds stretching vibrations. This information is important for detection and alows
more detail interpretation of experimental vibrational spectra of investigated molecules and more accurate investigation
of thermo chemical reactions dynamics.

Electronic structure calculations provide useful estimates of the energetic properties of chemical systems,
including preferred molecular structures, spectroscopic features and probable reaction paths. This review of some
current electronic structure calculations has concentrated on discussion of ab initio techniques, as these are the most
accurate and, in principle, universal methods.

Rapid advances in computer technology are making computationally expensive ab initio methods increasingly
more practical for use with realistic chemical systems. In particular, cheaper methods such as density functional
calculations and, layered models are continualy being refined, and show promise of providing consistent and accurate
chemical predictionsfor most complex systems.
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Abstract

Civilian employment is reaming one of the most challenging steps after the end of the military career. Retired officers
find them sdf in the situation when a complex strategic decision regarding their professional future needs to be made.
Thereisnot only a need to choose a new way for professiona life, but also to integrate them into acivil life and reclaim
the experience from amilitary. Such complex decision needs advanced IT methods to be involved [4]. Thus, the interest
in decision support system (DSS) for decisions in counseling of retired officers is immediate and obvious. The
application of DSS can reduce therisk in strategic decision making by optimizing the choice options.

This paper proposes decision support system guidance for retired military officers career counseling. From a technical
perspective we suggest that it is advisable to place a workflow engine at the core of the internet based e-decision
making system. This will let to generate or manage personalized and adaptable individual recommendation assesses
flows and during the processes of an individual recommendation culling grants the consumer access to subsequent
databases of related resources or services. From a technical perspective the structure of DSS could be kept
comparatively simple and self-controlled in process of logic analysis. The functions and subsystems reside on a
networked multilevel infrastructure with strong internet connectivity and a number of databases. The internet porta
systems could be used to provide different types of users by user’s type specific and customized services. The databases
are designed to collect and analyze data about a number of processes and entities.

KEY WORDS: multidimensional database, professional counseling, DSSarchitecture.

1. The Need for Decision Support System in the Professional Counseling for Retired Military Officers

Application of DSSisincreasng in solving the issues of social security or people well-being (see for example
Runner-up or Xiao et al.). The majority of these applications provide the support for policy decision makers; while the
exploitation of DSS in decision making for persona goals is not a common case. Individuals are taking only few
strategic decisions through their life; and choosing a profession is a major decision which will deeply affect person’s
life and well-being (Cheney et al.). Retired officers find them self in the situation when such decision needs to be made.
Regardless the governmental program for the officers integration into labor market is approved in 2005; only brief
career counsdling is designed for these people by the labor market training authority. Additionally, retired military
officers can pursue the retraining courses, as it is available for all unemployed in Lithuania. These measures are not
nearly enough. The proposed retraining courses do not guaranty the employment; there is no demand for people with
military experience at the labor market — there is a genera opinion that military officers are limited to leading and can
not perform any other functions in the organization. Alongside al these obstacles, there is a strong impact of global
economic crisis towards the access to the employment. According to Lithuanian statistics bureau, there are near to 1,000
officers and soldiers retiring every year; their average age is 47.5 years. It is most of the case these people arerich in
experience and high in professional potentia. Each of these individuals wants to continue their active life and needs for
professional counseling for their future career and life.

One possible solution to the described situation is to encourage retired military officers for salf-employment.
This idea has its deep background. Firstly, military officers are trained to take a risk and to be responsible for the
outcomes — these two competencies are most important for entrepreneurs in genera and for business — starters in
particular. Secondly, officers had not many opportunities for self-expressions during their military career; consequently
majority of them involves themselves into the hobbies deeply and even professionaly.

The application of DSS alows usto provide retired military officers with a powerful tool for sdf-evaluation and
individual decision making. Additionally, DSS provides the possihility to utilize databases of more than thousand retired
officersin systematical and highly targeted way by unlocking new opportunities for people. Two main stimuli encouraged
us the development of decision support system guidance for retired military officers. the need to expend the impact of
military conscription center on the activitiesrelated to the retired militaries integration into socia life, and to benefit from
the favorable support conditions in the business-gtarters environment. Big variety of governmental initiatives can be
identified as support conditions (see for example a governmental initiative Business Gateway Lithuania). However,
utilization of these conditionsin the career counsding needsto be expedient; and the DSS suites for this purpose.

The first step to this ambition goal is to create the architecture of decision support system for retired military
officers’ career counseling. The architecture allows us: (1) to systematically integrate all existing information that is
already collected through the last years; (2) to add new information by even four groups of system stakeholders: system
adminigrator, system devel opers, system experts and consumers; (3) to createinternet delivery infrastructure.
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2. The Architectur e of Decision Support System for Retired Military Officers Career Counseling

Application of DSS in retired military officers career counseling can be interpreted as a flow of subsequent
reclaim of experience that leads the individual person to aleve of knowledge and competency in modified activities.
DSS helpsin solving such challenging question as how to resettle the military experience into civil activities. Moreover,
it is capable to provide retired military officers with the decisions based on up-to date information form labor and
business market that is changing constantly. The braingorming on challenging ideas that we presented above and
potential of contemporary IT provided us with new possibilities (Fig. 1):

- Possibility to get in touch with decision support system server in remote mode;

- The databases constantly are up to date with new and actua information;

- The users can connect at any time to the databases and receive expertise support for his decision;
- Thereisthe possibility of multi-user connection at the sametime,

All this possibilities ensure the simplicity of providing individualized decisions which includes the analysis of
current situation in constantly changing economical conditions. All system is designed to take the individua
recommendation how to start anew business or how to find the companions for new business.

Users

System System System experts Consumer
administrator devel opment
Internet delivery infrastructure
Web sphere (decision making management sysiem I T functions and subsystems)
Supervision system Competency Assess flow E-collaboration
devel opment assessment system management system sysem

Networked multilevel infrastructure

DB of
The activities Theindividual assessment DB of
DB users DB objects facilitator

Other IT systems and resources

Fig. 1. The management of functions and subsystems information of the decision support system

Decision support system in accordance with input date (hobbies, activities, individual experiences,
competence) culls necessary steps such as multilayer tests. The DSS proceeds in manner when consumer is registered
and tested; heisintegrated in the date base of system and all date are saving.

From a technical perspective we suggest that it is advisable to place a workflow engine at the core of the
internet based e-decision making system [2]. Thiswill let to generate or manage personalized and adaptabl e individual
recommendation assesses flows and during the processes of an individual recommendation culling — grants the
consumer access to subsequent databases of related resources or services. From atechnical perspective the structure of
decision support system could be kept comparatively ssimple and self-controlled in process of logic analysis. Figure 1
outlines DSS functions and subsystems.

The functions and subsystems reside on a networked multilevel infrastructure with strong internet connectivity
and a number of databases [5]. The internet portal systems could be used to provide different types of users by user’s
type specific and customized services. The databases are designed to collect data about a number of processes and
entities:

- The activities database — the consumer's readiness for the intended personalized integrating process needs to be
evaluated; therefore his present knowledge and competency has to be evaluated and compared to his objective. The
knowledge and competency have to be separated into standard role based competencies and associated knowledge
requirements or patterns of behavior [2].

- Consumer database — individua user profiles, privileges, and data of the user's private information have to be stored.
In addition the database contains personal curriculums, testing results, and individual recommendations.
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- Facilitator database — this database contains the private environments data about user’s activities searching higory,
and about his qualification.

- The assessment objects database — measurement objects including their metadata are stored in this db. These objects
or “unit of tests’ could be structured according to the proposed implementation concept and contain metadata (title,
subtitle, creator, description, copyright, study-load), roles (system consumer, system expert), activities objectives,
prerequisites, content (activity, environment — including knowledge object, announcement object, role information
object etc.), method (activity structure, conditions). Therefore, knowledge and competency generating decision
support system and the respective testing modules are assigned to this database [6].

- Business partner’ s databases — work flow systems usually use databases for the general definition of workflows (work
flow templates) and databases which contain actual instances or work flow histories. The system's individual
recommendation is attributed to assess the flow data.

As you can see the structure of DSSis very sophisticated. The multiplex date base system always gears up, so
we must elaborate the system environment and structure. The important task is to create the Administrator subsystem,

which leads to simplicity and integration of administration and author’ s subsystems to one application [8].

3. The Individual Recommendation Assesses Flow Algorithm

The individua recommendation assesses flow algorithm schema of decision support system, presented in blocs
for test program of individually recommendation extraction (Fig. 2), was expanded by deep analyzing of get results and
constructed to draw the individual recommendation for tested participant [2, 4, 5]. Equally we might say, that Figure 2
shows a decision support system assess flow which matches the ideas to support conditions in the business starter’s
environment process.

Traditionally existing tests are limited in first 10 blocs (1-10 blocs). The first bloc is constructed for the sdlf
containment as process logic and analysis of consumer objectives. After preliminary tasks evaluation the second bloc
task is to search the possible behaviors for the tested person in the existing activities date base. The consumers that
clearly cogitating their possibilities can get the help by 4-th bloc. The recommendation from 2-th bloc can be read and
chosen as a test result. But there is foreseen the possibility to understand what redly he needs after another deeper
analyzing. If the dialogues in the 1-th section can not explicate the sphere of activities, because this procedure have not
one step but are multilayer the consumer can continue with activities searching (6-th to 11 blocs). When the program
user istested by 7-th, 8-th, and 9-th blocs, then 10-th bloc analyzing and counting the answers and the selected result
can be presented by 19-th bloc.

The test can inform participant about the get scores of tested factors, but to solve the problem in this easy way
nowadays is not popular, because this type the get information is not easy to understand for user, and he can’t correctly
to form individual decisions for himself. So, for constructing the not ambiguity conclusion in this test program was
realized multiplex intellectual task solving schema with the direct work of user and test program. This function is
marked as the dotted lines, which including the 1-th, 4-th, 6-th and blocs from 13-th to 16-th.

The professional counseling system for retired military officers is based on three interlinked parts. The first
part tests and represents the likes and hobbies of individual officer. At the traditional professional counsding the firs
step is to test the persons interests and competencies. The persons’ interests are the main priority in the decision
support system for self-employment. According to this approach, building a new career around the type of work that
interests a person can bring additional efficiency and added value. The tests for preliminary tasks are constructed, that
the person is asking to write up to 50 keywords, which describes his interests, hobbies and aptitudes, after that program
anayzes input date and takes the recommendation of the possibility to start new action.

After testing the person’s interests and hobbies program is testing its transferable competency, so the second
step is the person’s ability for entrepreneurship marking. The program is deeply analyzing and evaluating of overall
motivation to start and operate own business. This part of program is designed for analyze: competence, decision
making and innovative thinking. Where the competency testing is a measurement system that is capable of testing
person’s qudlifications required for a particular job. In this case competency test is created according to Lithuanian
Standard Classification of Occupations. The standard rubricates ten main groups and 5509 occupations, whereof 2876
occupations are directly related with the business activities and are used for our decision support system. Decision
making is testing whether the person is decisive and can he able to successfully manage his favorite activities with risk
associations. The innovative thinking is testing whether persons is innovative and can find a solution to challenges and
problems.

The third part of the program crestes the network of officers with complementary competencies for chosen
business. The third level of this program is designed to help to start new business together with others. The system
selects complementary profiles and created group of 2-5 retired officers - potentia business network. This network we
see as a business start-up meet up group. At the beginning this group needs for business-start consulting (system
experts), whilein the long period it can devel op it self into the network where startups are learning from the experience
of others on the basis of e-consultations. After consumers analyzing is done, person can make the decision by getting
automated recommendations or can ask for help from experts. This possibility is intended in the DSS architecture,
because thereis not only a need to choose a new way for professional life, but also to integrate retired officers into civil
life and reclaim the experience from military.
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4, Conclusions

The integration into a labor market is an exceptionally complex decision for the retired military officers. In
order to improve the quality of these individual decisions making, forma DSS was developed. By developing decision
support system main challenges of retired military integration in to civil life was successfully tackled: convey of the
experience from military to civil life of retired military officers; unlocking new business opportunities highly related
with persons hobbies, and developing an expedient and complementary group of people of same interests and same
positive attitudes towards entrepreneurship.

Thefirst step to tacking these challenges isto create the architecture of DSS for retired military officers career
counseling. The architecture allows us: (1) to systematically integrate al existing information that is aready collected
through the last years; (2) to add new information by even four groups of system stakeholders. system adminigrator,
system devel opers, system experts and consumers; (3) to create internet delivery infrastructure.

Decision support system in accordance with input date culls necessary steps such as multilayer tests. The
functions and subsystems reside on a networked multilevel infrastructure with strong internet connectivity and a number
of databases. The internet portal systems could be used to provide different types of users by user’s type specific and
customized services. The databases are designed to collect data about a number of processes and entities: the activities,
consumer database; facilitator database; the assessment objects database; and business partner’s databases. The
multiplex date base system always gears up, so there is a need to elaborate the system environment and structure. The
important task is to create the Administrator subsystem, which leads to simplicity and integration of administration and
author’ s subsystems to one application.

The individual recommendation assesses flow algorithm schema of decision support system consist of three
interconnected blocs: the first bloc is constructed for the self containment as process logic and analysis of consumer
objectives; the second bloc analyses person’s ability for entrepreneurship marking, it also evaluates individual’s overall
motivation to start and operate own business; the third bloc is provides with potential complementary business partners
or business start-up meet up group.

By evaluating the architecture of decision support system for retired military officers career counsdling it is
worth to stress on one changing point. The proposed DSS system is high in complexity, therefore the need to consider
uncertainty at all stages becomes very important. Most important area that needs to be addressed in relation to the
incorporation of uncertainty isrelated with human input.
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Abstract

The paper examines the economic phenomenon that has been little-studied in Lithuania — vehicle fleets of the largest
cities of the country. The significance of this sector of economy as one of the parts of socia infrastructure is
emphasized.

A research was carried out applying comprehensive qualitative and quantitative data analysis.

This paper examines the scope and nature of the effects of regional vehicle population expansion, reflecting the
economic structure and the homogeneity of the process while measuring it.

KEY WORDS: transport, vehicle park, automobilization level.

1. Introduction

Lately, a certain dynamic trend of the number of vehiclesin the cities of the country has been observed [1, 2].
The expansion of vehicle fleets and the number of vehicles in use causes positive changes in economy growth and
social infrastructure. However, the increasing number of vehicles affects the increase in the number of traffic accidents.
It is noteworthy that transport sector is one of the largest polluters of the environment.

Scientific problem. The mentioned issues require comprehensive analysis and qualitative evaluation. The
region of Panevezysisa part of central Lithuania with inherent specific characteristics of transport sector. Due to this it
was important to analyze the vehicle fleet of Panevezys and Lithuania scities.

Object of analysisin the paper. Evaluation of vehicle fleets of Panevezys and other largest cities of Lithuania.

Objective of the paper. To carry out a comparative anaysis of vehicle fleets of Panevezys and other largest
cities of Lithuania.

Tasks:
To present the dynamics of change in the number of vehiclesin Panevezys and other largest cities of Lithuania.
To assess the structure of vehicle fleets of Panevezys and other largest cities of Lithuania.
To carry out an analysis of statistical data on theissue under consideration (2005- 2009).
The formulated tasks determined the structure of the paper.
Key methods of research:
Analysis the data of empirical research.
Analysis of secondary statistical data
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. Investigations

Transport is one of the dements of economy and social infrastructure of the Republic of Lithuania. Its intended
purpose is to carry passengers and consgnments and to provide cther transportation and associated services. In the
Republic of Lithuania, there are the following branches of transport: railroad, automobile, marine, inland waters and air.
Roads, vehicles, technological facilities, stations and other engineering structures fall under the vehicle trangport category.

This paper reviews the population of road vehicles registered in 2005 — 2009 in Vilnius, Kaunas, Klaipeda,
Siauliai and Panevezys, their types, the change in the number of vehicles and the most popular types of vehicles.

The change dynamics of theregistered vehiclesin Panevezys during 2005 -2009 is presented in Table 1 and Fig. 1.

The number of vehicles registered has been growing in Panevezys over the period of 2005 -2009, and as of 1
January 2010 there were 70988 road vehicles registered. In the total number, cars comprised 80 % (56932), cargo
vehicles - 8 %, motorcycles - 2 %, busses - 1 % and trailers— 9 %. According to the statigtical data of 2005 — 2009 [1],
the number of registered trailers went up from 1097 (2 %) in 2005 to 6096 (9 %) in 2009. Based on the gtatitics, the
number of vehicles annually grows by approximately 7 — 10 %. Over the last 5 years, the number of vehicles in
Panevezys went up by 14753.

The given number of vehicles is an approximate figure, because in practice it is impossible to determine the
number of vehicles registered elsewhere and driven in Panevezys as well as the number of vehicles registered in
Panevezys, but driven elsewhere or just passing by. Nonetheless, these numbers are official and, in the opinion of road
police officers, reflect the true Stuation [4].
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Figure 1 depicts the number of registered new and used vehicles.

As the number of vehicles increases, relative ratios of automobilization are aso going up. The
automobilization level refersto theratio of vehicles per 1000 of population.

Table 2 contains the numbers of road vehicles, comprising cars, busses, cargo vehicles, motorcycles, mopeds,
trailers and semitrailers.

It can be seen from Fig. 2 that the relative automobilization level has been increasing in Panevezys as well as
in Vilnius, Kaunas, Klaipeda and Sauliai. Klaipeda, Siauliai and Panevezys saw a very insignificant increase of
automobilization level in 2006 — 2008. The vehicle to 1000 residents ratio in 2009 in Vilnius was 697, in Panevezys —
628, in Kaunas— 625, in Klaipeda— 576 and in Siauliai —583.

Tablel
Composition of road vehicle population in Panevezysin 2005 — 2009
Moator vehicles . Other Vehicleto 1000
vear Passenger | Cargo Busses Motorcycles Trailers vehicles UEE) residentsratio
2005 49 524 4059 435 390 1097 530 56235 502
2006 52 941 4298 447 652 1286 552 60176 537
2007 52 942 5140 431 880 1691 581 61215 546
2008 54 819 5240 441 1090 1843 624 64057 571
2009 56 932 5654 413 1393 6596 70988 633
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Fig. 1. Composition of road vehicle fleet in Panevezysin 2005 — 2009

Table 2
Changein the automobilization level in Vilnius, Kaunas, Klaipeda, Siauliai, Panevezysin 2005 — 2009
Cities Number of road vehicles
2005 2006 2007 2008 2009

Vilnius 299103 326660 349292 370426 390069
Per 1000 residents 540 590 630 666 697
Kaunas 184602 197911 199798 206517 220001
Per 1000 residents 507 548 558 580 625
Klaipeda 93188 100762 100592 103093 105393
Per 1000 residents 498 538 540 557 576
Siauliai 62273 67909 67083 68097 72924
Per 1000 residents 479 526 524 536 583
Panevezys 56235 60176 61215 64057 70988
Per 1000 residents 484 523 532 561 628
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After calculating the change in the number of vehicles (in per cent) compared to the last year, we obtain the
following picture (Fig. 3).
The rates by which the numbers of vehicles have been increasing (each year is compared to the previous) in
Panevezys, Kaunas and Siauliai were going up since 2007, whereas in Klaipeda, signs of a slow-down can be discerned.
However, in Vilnius this indicator has been substantially Slowing down since 2006. In future researches, a larger period
should be examined in order to establish in which years Vilnius was ahead of other cities under consideration in the
number of vehicles (per 1000 residents).
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Seeing that individua cars comprise the largest share of vehicles, their distribution and the number of cars per
1000 residentsin 2005 — 2009 in Vilnius, Kaunas, Klaipeda, Siauliai and Panevezys are presented in Table 4 and Fig. 4.
Bar chart in Fig. 4 shows the numbers individua cars per 1000 residents, while the line depicts the growth
rates compared to the last year.

Table4
Digtribution and the number of individua cars per 1000 residentsin 2005 —2009 in
Vilnius, Kaunas, Klaipeda, Siauliai and Panevezys
Cities 2005 2006 2007 2008 2009
Vilnius 249341 234858 235162 243258 321987
Per 1000 residents 396 424 424 436 579
Kaunas 150352 161240 158608 164366 182882
Per 1000 residents 417 450 446 467 519
Klaipeda 76931 81965 80495 82696 89153
Per 1000 residents 411 441 436 451 487
Siauliai 48972 52561 50734 51412 57753
Per 1000 residents 380 409 399 407 458
Panevezys 45699 48922 48303 50663 52063
Per 1000 residents 396 427 425 450 464
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In 2005-2006, the number of individual cars has been increasing, while in 2007 it sustained a small decrease

and since 2007 started growing again. Comparing the vehicle number growth rates (Fig. 3) to theindividual car number
growth rates, a difference can be seen. In all cities, except Panevezys, it has been increasing, while in Panevezys it has
been fluctuating.

3. Conclusions

1

After assessing the change dynamics of the number of vehiclesin the largest cities of Lithuania, it was noted that:

- transport sector represents one of the largest polluters of environment (holding the third place after energy and
industry sectors) and, according to the statistics, its negative impact on the environment isincreasing each year;

- more attention should be devoted to safety and environmental protection.

Based on the analysis of data, it was determined that the growth of vehicle population increases the vehicle

concentration, traffic intensity and traffic jams. This, in turn, causes the growing number of traffic accidents with

more victims injured or killed. A negative social factor associated with the expansion of transport sector becomes

obvious.

After carrying a quantitative analysis of presented statistical information (2005-2009), the necessity for deeper

andysis of structure and change dynamics of vehicle population by different vehicle makes was noted.

References

1

2.

Statistika (duomeny bazés) (2005-2009). Web site: <http://dbl.stat.gov.It/statbank/default.aspAw=1024> [visited at
2010 April 16].

Statistika  (Transporto  regisravimo  datistika)  (2009-2010). Web  site <http://www.regitra.lt/
index.php?Action=statist_reg_2010& node=40& nodel=0& statid=menul& s=0& f=0> [visited at 2010 May 16].
Eismo jvykiy datistika (2009-2010). Web site: <http://www.Iralt/It.php/eismo_saugumas'eismo_ivykiu _ Satigtika/27>
[visited at 2010 May 14].

Statistika (2005-2009). Web siter <http://www.Ipept.It/It/statistikalindex.php> [visited at 2010 May 14].



http://db1.stat.gov.lt/statbank/default.asp?w=1024>
http://www.regitra.lt/
http://www.lra.lt/lt.php/eismo_saugumas/eismo_ivykiu_
http://www.lpept.lt/lt/statistika/index.php>

9%
Proceedings of 5™ International Workshop ITELMS2010

Intelligent Embedded Devices for Multistage Scheduling Tasks in Public Electric
Transport

|. Alps, M. Gorobetz, A. Levchenkov

Riga Technical University, Riga, Latvia, E-mail: ivars.alps@rtu.lv; gorobetz@gmail.com; |evas@gmail.com

Abstract

This paper describes the investigation of genetic algorithm using to contral intelligent public eectric transport in
multistage scheduling tasks. Public dectric trangport in the city are influenced by several conditions, such asdelaying in
passengers stops and crossroads, whether conditions etc. All these conditions influence arriving time to next passengers
stop on the route. On the other hands public transport unitsis obliged to arrive in stops according predefined schedule.
Delaying is ultimate undesirable. Transport unit optimal motion speed is cal culated using genetic algorithm to get next
stop according schedule

KEY WORDS: genetic algorithm, multistage tasks, intelligent electric transport, controller.

1. Introduction

Nowadays in metropolis number of vehicles isincreasing day by day. It is areason for alot of problems for
public transport, causing traffic jams, schedule violation, etc. The tendency is to combine different transport types such
astram, trolleybus and bus in one stop. In city centre it causes scheduling conflictsin peak hours.

Thisis the cause for electric power overconsumption and public transport delay. To provide quick, cheap and
comfortable passengers delivery with public electric transport in metropolis there was and will be topical problem. On
the one hand, the amount of vehiclesin the streets and e ectricity expenses are going up day by day, traffic jams become
from bad to worse, public transport stays in traffic jams longer time and use eectricity increasingly, but on the other
hand the citizens require public transport as fast and as cheap as possible. To provide arriving public eectric trangport
units at stops in time will help to solve this actual problem for any big city worldwide.

This paper describes a new application of genetic algorithm; to calculate optimal electric transport motion
speed on the routes. Main goal of research isto found such mation speed, which provide transport unit arriving at stops
exactly in time.

2. Problem Description

In the big cities public transport motion isinfluenced by severa conditions, increasing number of vehicles and
passengers, traffic jams, whether conditions. Today there is no any additiona equipment in public electric transport
units indalled to immediate calculate motion speed considering into account possible delaying or staying on the
crossroads.

In this paper as solution of public transport units delay eliminating authors proposed to use genetic algorithm
and programmable industrial controller to calculate optimal motion speed and control electric trangport DC drives.

Object of research is public dectric transport system.

Main tasks of research are:

- to define structure of public eectric transport with intelligent controller;

- to devel op genetic algorithm of schedule fulfilment of public e ectric transport;

- to create computer model of proposed embedded control system;

- to create a functional model with real and virtual devices with realization of control algorithm in PLC.

Main tasks of research are to create programmable model for punctual predefined schedule consideration.
Main goal of thisresearch isto find out optima mation speed on the route used immune algorithm and PLC. Purposed
electric transport control system block diagramis shown in Fig. 1.

Electric transport control system consists of vehicle moving control scheme, programmable controller and DC
drive model. Data block contains several data bases:

- dataabout distance between objects on the route, stops, traffic lights, curves,
- traffic lights operating schema und speed limits;
- public transport schedule.

Electric transport units receive GPS signal about current location, PLC calculate optimal current speed value

according received signal and data from data block and send through transmitters rd evant signal for DC drive contral.
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Fig. 1. Control system block diagram

3. The Mathematical Model for the Genetic Algorithm

Isgiven. The following definitions are proposed for mathematical model of genetic algorithm:
- Processors— P ={p,...., p,} — Crossroads, streets and passenger stops;
- Jobs— TR ={try, ...,tr,,} - vehicles,
- Set of sequences — S={R,,..,R;} routes, where for each routeR1 S,R={0},...0, }, where kg £n — number of
operations for router; o 1 P — Processor to perform operation i;
- Set of prior operations of each route — PR={0,0;,0,,..,0..1}, PR® R;
- Each vehicle t7 TR hasaroute R' assigned toit, where R'T S;
- Duration for each operation ol R' for each vehicleti TR, D! ={di,..d } D'® R, dT D',dl A.

Target function. Main goal of research isto create genetic algorithm fitness function for PLC for optimal DC
drive control. Goal will achieve, when vehicle arrive in stopsintime t;, = tgeqe T1® min

i Dt= f(vl,...,v(n_l),vn)® min
: 0<Vy, ooey Vo 1, Vi £ Vimax

: |tschedule t|
foeDiel
=ttty o,

: ot = F(v)

: tom-1 = F(Vn-1)

§ ton = (V)

where: vi,...,V,.1,V, — max motion speed on route; Vmax — Motion speed limit; Dt — fitness function; t;, ..., ty, —

requiring time to complete each stage; tyqq,e — ariving time in stops according schedule.

4, Method of Solution

Authors offer use genetic algorithm as a method of problem solution.
Genetic algorithm — the searching agorithm used for optimization and smulation to solve the task with arandom
selection and combination. Genetic algorithm simulates biological evolution. Genetic algorithm is a kind of evolutionary
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computing. It is adaptive search method, which can be used for optimization of functional tasks. This method is based on
the genetic processes in biological systems: biological populations evolve over many generations under natural selection
rules and the principle of the strongest survives (surviva of the fittest — defined by Charles Darwin).

Genetic agorithms can be used almost everywhere; optimizing the various processes, such as treatment for
reducing energy consumption etc.

The basic principles of Genetic algorithm were formulated by John Henry Holland. Evolution based on natural
selection. The main principle for selection is that the best adapted individuals are more likely to survive and reproduce,
so0 they make more offspring. Thanks to genetic inheritance, progeny obtained from parents best qualities.
Consequently, the gronger the individua offspring will be better prepared. Fitness value of individuas seriously
increased after ten or ahundred generation’s.

Genetic algorithm block diagram is presented in Fig. 2.

ATART

‘ Create population ‘

|

Chrome some evaluation and

adaptation with the fitness function

Condition satisfied

Analyze best result

¥

Mo

h 4

Chromosome selection ‘

. ,

Arithmetically crossing Zelect best chromozome
Mutation Print result

¥

v .
Create new population

Stop criteria

Fig. 2. Genetic algorithm block diagram

General stepsfor genetic algorithm:

- Coding — the genetic algorithm use the appropriate decimal or binary digital coding. Suppose that a genetic algorithm
solution is expressed by the set of parameters. Set of parameter values are representing as chromosome. Chromosome
containing the selected features variable called genes.

- Initialization — initialization phase formed a new population. Usually the population is formed from randomly created
or aready existed chromosomes. Set of chromosomes should be a diverse population to make agorithm more
efficiently. If all chromosomes areidentical, then result of genetic agorithm will be disappointing.

- Evaluation - in this stage algorithm decoding chromosomes and verify the results using the new parameters. Based
on obtained results fitness function values are ca cul ated.

- Fitness function — for each task should be create a fitness function. The fitness function give fitness value for each
chromosome, which determines the (represented by a chromosome) suitability of the environment.

- Selection - in this stage chromosomes for next population will be selected.

- Reproduction — in this stage individuals from the populations are selected and combined. To combine individuas
successors are formed. Successors will be entering in the new population. There already appears the statement "the
strongest survives' (survival of the fittest), therefore, more suitable individuas will have more opportunities to be
selected than a bad fit. Crossover or mutation function is used for combination.

- Exposure and achievement the global maximum — repeat previous stages in population individuas value of fithess
enlarge and exposure to global maximum. When program achieve global maximum, then next generation has value of
solution (95% population has same value)

Operators of genetic algorithm:

- Parents selection — chromosome selection is choice of two parents, which will posterity next generation.
Chromosome selection give opportunity for genetic algorithm to eliminate average fitness value for next generation
over previous generation. Methods for chromosome sel ection:
¢ roulette selection;



¢ tournament selection;
¢ ranking selection;
¢ random sdlection.
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- Crossover — genetic algorithm one of the most important operator is crossover. Two parents are necessary to produce
successors. Main required for crossover — successors obtain parental characteristics. Since parents are selected by one
of the sdlections methods, thereby the strongest reproducing most often. There are three mode of crossover: binary
crossover (one-point crossover, two-points crossover, multiple-point crossover), arithmetic crossover, mutation.

- Inversion — operating principleis similar mutations, but the inversion operator chooses two pointsto inverse.

5. Computer Experiment

Asan example part of tram Route No.5 in Riga city centreis selected. As shown in Fig.3. there are three sops A,B
and C“13janvaraidd’, “Grecinieku idd’ and “Vagumaida’ and two traffic lights on theroute No. 1 and No. 2, Fig. 3.

Transport units arriving in sops schedule are shown in table 1. In Fig.4 the Ghant chart shows timeinterval's of
green/red lights for traffic lights No. 1 and No. 2.

Corresponding distance between start (stop “13.janvaraiead’) and following traffic lights and stops are shown
in Table 2.

Tablel
Arriving schedule
[16 |6 16 27 39 51 Stop 1
9 19 30 42 54 Stop 2
12 22 33 45 57 Stop 3
[17 |3 15 27 39 51 Stop 1
6 18 30 42 54 Stop 2
9 21 33 45 56 Stop 3
[18 |1 12 23 34 50 Stop 1
4 15 26 37 53 Stop 2
7 18 29 40 56 Stop 3
Table2
Passengers stops and traffic lights location
Stopl | TL1 | TL2 | Stop2 | Stop3
Distance(m) | O 245 445 565 1335
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Traffic
Light 1
For tram | :_:
1 1 1
1 1 1
For cars : : :
1 1 1
1 1 1 >
0 10 110 120 t
Traffic
Light 2
For tram : | : :
1 1 1 1
1 1 1 1
For cars — E—
1 1 1 1
1 1 1 1
0 30 60 90 120 t

Fig. 4. The Ghant chart for traffic lights No. 1 and No. 2

Basic data was entered in SIEMENS SIMATIC S7-200 computer program Step7-Micro/Win. Part of

programming code in Step7-Micro/Win environment is present in Fig. 5.
This part of program show calculation of several parameters.

[Fitness function ]

Network 1 Calculate tal and Sal for first part of route

[ Network Comment ]

1D SHO .0 sAnosacijums: jebkura gadijuma izpildit
HOVER #w1:LD0, tal:¥D7020 srparvieto vl atmina tal:VDE020

AEND e

-R 1.0, tal:¥D7020 srdala wertibu tal ar 1

AEND o

MOWR  tal:VDP020, ACOD Soparvieto tal:VDE0Z0 aklkunmulatoras nulta
AEND e

=R #w1:LD0. ACO Soreizina atrumu ar akumulatoru

AENO Asun =zaglaba aklkumulatoras atmina

HOWR  ACO. Sal:V¥D7032 srdala vertibu skkumulatora uz 2 un sagla
<R 2.0, Sal:vD7032 s-un saglaba Sal:VDE032 atmina

Symbal Address Comment

Sal wD7032 speed changes from w0 ==>v1

tal wD7020 speed or acceleration change

MNetwork 2 Calculate accelerating distance and requesting time

1D SHO .0 srnosacijums: jebkura gadijuma izpildit
HOVER SL1:vD7000, SL1a:¥D7044 #r8L1 parwvieto atmina Slla

AENO e

-R Sal:VD7032, SL1a:VD7044 #smo Ella atnem Sal

| SUBROUTIME COMMENTS
Metwork 1 w1 gene crozsover for first offspring

[ Network Comment

LD SHO .0
MOVR  #wl_1:1D0O. ACO
AENO
*R #lamdal:1D24, ACO
AENO
}A{ggg #v1 2:1D12, ACL ‘F‘F\DEHAM COMMENTS
;ENO #landa2:1LD28. AC1 Network 1 Network, Title
MOVRE  ACO. #wvwl_1n:ID32 [Metwork Comment
+R ACL. #vl_In:1D32 iLD SHO. 0 s/igsacijuns izpildas jebkura
CALL ETHO_CTRL:SBRZ. M6 . 0. VWiole0, VWi01l62 - kontrolleru uzsta
Metwork 2 w1 gene crozsover for second offspring
[ [ Symbal | Addiess | Comment
D SMO .0 |ETHO_CTRL | SER2 | This POU was generated by the: Ethernet \wizard for use with
HOVR #wl_1:1D0O. ACO0
AENO Network 2
*R #lamda?2:1D28, ACO
AENO \
HOVR Fwl_2:LD12. AC1 1D SHO. 1
AENO HOVE  160.0. VD10184
*R #lamdal:1DZ24, AC1 AENOD
AENO HOVD 0. ¥D10180
HOVER ACOD, #vl_Zn:LD44 AEHO
+R ACL. #vl _2n:1D44 HOVD  &VES004. VD2000O
AENQ
Metwork 3 w2 gene crossaver for first offspring HOVD &VBB600, VDB996
AENO
| CALL fil_population:SER12
ir SHO. 0
MOTR #w2_1:ID4. ACO ‘ s_l,lmhﬂl |Add|ess | Camment
AENO | fi_population | SER1Z [ SUEROUTIME COMMENTS
=R #landal :ILD24, ACO

Fig. 5. Part of programming code in Step7-Micro/Win environment
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All necessary assembled elements for computer experiment, controller, power supply, Ethernet block,
installation elements and output device, are shown in the Fig. 6.
Computer experiment results can be seen on the output device display Fig. 7.
On the display are output following parameters.
- generation number of the genetic agorithm;
- three velocity val ues;
- target reaching time;
- thefitness function value.

Fig. 6. Model for computer experiment

Fig. 7. Displaying experiment result on output device

6. Conclusions

To analyzed result of computer experiment the conclusions are:
- genetic algorithm for intelligent embedded devices can be used to solve public eectric transport flow organization
multi stage tasks;
- the tram motion speed is control entire whole route with purpose consider predefined schedulg;
- industria controller can be used for intelligent public e ectric transport schedule control.
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Abstract

Kohonen sdlf-organizing map (SOM) is very powerful method for cluster extraction and datamining. Thisis especially
important for high-dimensional data sets analysis. This paper shows how to identify the relations between different
parameters at production evaluation process.

KEY WORDS: self organizing networks, Kohonen's SOM.

1. Introduction

Production evaluation is related with establishment of different parameters. One of them is production cost.
Calculation of production cost in early stages of design process is complicated task for lack of necessary information
about different aspects of product design and production processes [1]. The initiad stage of creation the production cost
forecasting model was selection of the set of attributes as input vector for the problem‘s mathematical model. It
appeared that these attributes should be selected from the set of product qualitative and quantitative parameters. Some
of them may be necessary, a few may be sufficient. The next step were estimation of connections between selected
attributes and production cost. The difficulty was that each sample were represented by vector of N > 3 attributes and
the relations between them can be non-linear. To work around this difficulty and to visualize this high-dimensional data
sampl e the data clustering was done. For that purpose the Kohonen' s self-organizing maps were empl oyed.

2. Self Organizing Networks

The salf-organizing maps algorithm represents a variant of the multidimensiona vectors clustering — the
projection agorithm with maintenance of topological similarity.

A distinguishing feature of the SOM algorithm is that al the neuronsin it are arranged in a two-dimensional
grid. During training not only the best matching unit (the map neuron which better than others corresponds to the input
vector and determines to what class he sample belongs) is modified, but its neighbors too, although in a smaller degree.
Due to this the SOM can be considered as one of the methods of projecting a multi-dimensional space into a lower
dimension space. This non-linear projection on two-dimensional grid is called a Kohonen map by the name of Finnish
researcher Teuvo Kohonen who invented these SOM [2]. This map can serve as visua representation of high n-
dimensional data set of points P;(Xy, X,,.. X,) OF vectors, maintaining the structure of that data set, i.e. points that are
closein n-dimensional space are also close on the map [3].

An example of Kohonen map built by selforganizing neural network and using 7-dimensional data (features or
factors) is shown in the figure 1. The neural network algorithm discovered in the feature space four clusters, numbered
them from 0 to 3 and projected them on 2-dimensional grid (the left picture).

On that grid there can be projected a separate layers cooresponding to each feature. The digtribution of the
feature' s values on each layer are represented by diffrent colors or by shades of gray color ranging from black to white.

[Clusters E Featurel |

)

ot

1] 1 2 B

Featurel=0

I — ]
L 0 5

Fig. 1. Example of Kohonen map. Using seven different features there were recognized 4 clusters and every feature
were projected on the 2-dimensiona map
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For instance, from the right picture of the figure 1 it is seen that the value L of the featurel is distributed over
the upper righ cluster and it partially occupies the middle cluster that is filled with black color in the l€eft picture. On the
other hand, the maps also indicate that the black cluster in the leftmost picture is formed taking into account another
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features not Featurel only, while the white cluster depictsthe value S of the Featurel.

3. Data Clustering with Kohonen Self Organizing M aps

The first stage in our research was composition the set of attributes. The set with seven attributes was chosen

after discussions with production experts. These seven attributes are:

- relative cost of materid;

- type of raw material;

- mass of the part;

- mass of the blank;

- minimal tolerance;

- minimal roughness of the part surface;
- number of machining features.

73,464 0O

I
2 32,996 53

n6[3.2]

127

I

13563 [1767 2700

Distance matrix x|

0022020534 0.48888 0.95434

Matrix of hit weight x|

1 3 4 3 3 7 a 39

Clusters

x|

2 4

Fig. 2. Theresults of data clustering (RMC —rdative cost of material; Blank —type of raw materia; PM —mass of the part;
BM — mass of the blank; minIT — minimal tolerance; NMF — number of machining features, minRa — minimal

roughness of the part surface). Map initialization method: by random values; recognized — 80%
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The clustering process starts with data initialization. Each attribute set is normalized to RMS=1 (RMS — root
mean square). This will prevent one attribute from overpowering in clustering. Two types of normalization were
applied: linear normalization of theinitial values and transformation of unique values to their indexes. The second type
of normalization is applied only to attribute type of raw material. If the training set does not cover the entire range of
the actual valuesit is possible to expand the range.
The next gep isdivision of training sample in two sets — training and testing. The difference between these two
setsisthat testing set will be used for testing the results of the training, not for training the model. We have used 95% of
samples for training and 5% for testing. Records for training process were selected randomly.
Thetraining process of the map isiterational. Each iterational cycleis called an epoch. During each iterational
cycle (epoch), the agorithm adjusts the weights of the Kohonen map neurons. The specification of how the initial
weights of the map neurons will be set up callsinitiaization method. We have used two different initiaization methods:
by random values (Fig. 2) and using the training set (Fig. 3). The number of samples recognized in the training set and
the testing set is approximately equal (accordingly 80 and 75 %) in both cases.
There were selected the representation of the data clustering results using Kohonen map according to eleven
parameters(Flg 2 and Fig. 3). All of them can be grouped into three categories:
- input parameters (RMC - relative cost of material; Blank - type of raw material; PM — mass of the part; BM — mass of
the blank; minlT — minimal tolerance; minRa — minimal roughness of the part surface; NMF — number of machining
features);

- output parameters (Cost — production cost);

- gpecial parameters (Clusters; Hit density matrix; Distance matrix).

MC X

Blank

=

67.303F.001

[
|
1.53.5493 9.01 165

- 1 1
2 21,939 104
Distance makrix il

0.m[0.20118

I I
1 l—|—|
0]3.2002 12.8 127 13863 [1898] 2700 057245 1.1251

Matrix of hit weight Xl Clusters P

Fig. 3. Theresults of data clustering. Map initiaization method: using training set; recognized — 75%
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Asit was mentioned before, clusters represent the groups of vectors the distance between which is smaller than
to the adjacent groups. In other words, all the map e ements which fall into the area of the same cluster are similar. Hit
density matrix displays the number of samples that fall into the cell. Distance matrix (unified distance matrix, U-matrix)
is used for visualizing the structure of the clusters obtained as a result of the map training. The matrix elements
determine the distance between the neuron weight coefficients and its nearest neighbors. A large value indicates that
this neuron considerably differs from the neighbors and belongs to ancther class.

Using map initialization method by random values were formed five clusters (Fig. 2, window “Clusters’). The
andysis of the relations between clusters and input parameters shows that attribute type of raw material (Fig. 2, window
“Blank”) hasthe largest influence to clusters formation as well as attributes mass of the part and mass of the blank (Fig.
2, windows “PM” and “BM"). This relation is obvious analysing cluster 3. The attribute minimal roughness of the part
surface haslargeimpact on formation of the cluster 1. The minimum impact on clusters formation has attribute minimal
tolerance as well as relative cost of material (Fig. 2, windows “minlT” and “RMC"). Analysis of connection between
clusters and attribute number of machining features shows that the impact level of attribute is very low when NMF is
less than 10 features and very high when NMF > 80 (Fig. 2, window “NMF"). Analysis of connection between output
and input parameters denotes that the significant connection exists between production cost and mass of the part or
mass of the blank (Fig. 2, windows “Cost”, “PM” and “BM").

Figure 3 represents the results of clustering with another one map initialization method. Using training set for
map initialization were formed six clusters (Fig. 3, window “Clusters’). The major attributes of clusters formation are
type of raw material (Fig. 3, window “Blank”), mass of the part and mass of the blank (Fig. 3, windows “PM” and
“BM") as well as a previous case (Fig. 2). It seems that the influence of other attributes on clustering process is
practically the same as at previous case; the attribute minimal roughness of the part surface is responsible for formation
of cluster 0 and influence of attribute minimal tolerance is negligible. The impact of attribute number of machining
features (Fig. 3) is more or less identical to previous results (Fig. 2). The connection between output and input
parameters is analogical using both map initialization methods (Fig. 2 and Fig. 3): the strongest connection noticed
between mass of the part or mass of the blank and production cost.

4, Conclusions and Further Resear ch

The results of clustering using Kohonen SOM revealed that a major influence on the cost have three attributes
(type of raw material, mass of the part, mass of the blank). It is rational to eliminate one of the mass attribute, because
the impact of these two attributes (mass of the part and mass of the blank) to clustering processis uniform (Fig. 2 and 3,
windows “PM” and “BM"). The necessity of attribute minimal tolerance is also questionable. The strongest connection
exists between production cost and mass of the part or mass of the blank.

The plan for further research:
- to compare clusters formed for separate type of raw material and estimate the correlation between input and output

parameters;

- to compare clusters formed with various subsets of the possible input parameters.
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Abstract

Nanodot and nanopillar structures are of great interest to the common nanoel ectronic devices, such as photonic crystals
and surface plasmon resonance instruments. During the fabrication proceses of the nanodot structures, self-organized
clusters of the gold and cromium species were deposited to serve as etch masks for etching the features down to the
substrate. Then reactive ion etching (RIE) was used to form the nanopillars. The feasibility of this technology was
investigated in terms of achievable etching aspect ratio with different etching regimes and gas mixtures.

KEY WORDS: nanodot, sef-assembled, Au/Cr clusters.

1. Introduction

Quantum heterostructures, such as nanodots, hanovires and nanopillars are of particular interest to photonics,
photovoltaics and photocatalysis. Generaly this interest is determined by the possibility of photo-active surface
modification, enabling fine-tuning and justification of physical properties. Applicability and photoactivity of these
heterostructures depend on the material which they are made of, physical properties of surrounding medium and
geometrical dimensons of the structures. Vertically organized nanopillars are the most common structures in
photoactive devices due their favorable orientation [1-5]. There are several physical characterigtics of the nanopillars
which can influence the photoactivity positively: @) increased area and light absorption ability of the photoactive
surface; b) bandgap variations those different for bulk and nanostructured material; c) periodicity of the structure,
enabling surface plasmon resonance effects. Diameter, periodicity and height of the pillars can be varied asis generaly
known in the art in order to form a device that can couple with light of a specific wavelength or specified wavelength
range. State of the art techniques of periodic nanostructures fabrication are electron beam lithography and focused ion
beam milling with the possibility of nanoimprint templates fabrication. However, practical applications are requiring
more productivity and cost-efficiency of the fabrication process. Therefore variety of nanostructuring methods based on
the bottom-up nanostructuring approach, such as self-organizing masks and templates are being researched. Nanosphere
lithography [6-9] and anodized aluminum templates [3, 9, 10] are the predominant techniques. However, due the low
controllability of the mask or template fabrication processes, these approaches till limit minimum size of the fabricated
features at values more than 50 nm, which is ill large if compared even with contemporary photolithography
capabilities[11] and limit induction of quantum effects such as surface plasmon resonance at shorter wavelengths. Self-
organized cluster fabrication and application as an etch masks is another aternative for the nanopillar fabrication and
has a potential of masking the areas of less than 10 nm [12]. However, sdf-organized clusters of that dimension range
suffer from stability issues, which require additiona research [13]. Sub-monolayers of titanium and chromium are
widely used to improve metal nanocluster adhesion [14]. However, since the chromium and titanium produce chemical
bonds with silicon and silicon dioxide, they tend to form monolayers even at very low equivalent thickness [15].
Method of combining two metals of different adhesion/coalescence properties to form metal nanoclusters of improved
stability is described by V. Ovchinnikov, A. Malining et. d. [4, 5]. Authors report few nanometer gold/chromium film
depositions, followed by rapid thermal annealing to produce well organized gold-chromium nanodot masks for RIE
silicon nanopillar fabrication. However this research was limited by comparatively large structures (tens and hundreds
of nanometers) fabrication, presumably due the lack of well established deposition control. Limiting factor for
successful nanopillar RIE etching when fabricated Au/Cr agglomerates are used as an etch mask, is sputtering away of
the agglomerates during the etch process by accelerated atoms and ions, and thisis critical in the case of few nanometer
sized agglomerates. However, etching recipes can be specifically tuned to preserve the etch mask long enough to etch
the nanopillars of required aspect ratio. Therefore we aimed our research as follows: @) explore the limitations of
gold/chromium agglomeration and masking properties in the range of ten and less nanometers; b) improve etching
recipes for nanopillar dimensions of 10 nm and less; ¢) explore periodicity and lateral size repeatability of fabricated
nanopillars.

2. Experiment
Gold and chromium thin films were deposited in sequence by the eectron beam evaporation in AVAC

HVC600 at 3e-7 mBar base pressure without interrupting the vacuum. Single crystal boron doped silicon (100)
substrates underwent full standard cleaning procedure (10 min in H,O,:NH,OH:H,0 at 80 °C, 30 s HF dip, 10 min in
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H,O,:HCL:H,0O at 80 °C) just before placing them to the deposition tool. Quarz crystal microbalance deposition
monitoring system with resolution of 0.1 nm was used to control the deposition.

The next sample preparation step was the rapid thermal anneading (RTA), done in STEAG SHS 100M tool.
Samples were heated at 900 °C in the nitrogen atmosphere for 5 swith additiona 1 stemperature ramping time.

Prepared samples were evaluated by the scanning electron microscopy (SEM, Raith e-LiNe) and scanning
probe microscopy (Nanosurf EasyScan 2). During SEM examination of nanopillars, samples weretilted at 70 degreesto
the horizontal line. Statigtical evaluation of the agglomerates size distribution was done by applying circular
measurement model to each of the agglomerate visible in the SEM image. Each case was measured in 1x1 um region of
the interest.

Pillars were etched with paralle plate 300 mm diameter Advanced Vacuum Vission 320-RIE reactor with
13.56 MHz radio frequency (RF). Flow rates of etch gases, RF power and chamber pressure were stabilized during
process. An anisotropic etching process based on CF, gases was used for silicon etching. The etching experiments were
performed at a flow rate of 30 sccm and a pressure of 10-100 mTorr. The RF power was varied from 70 W, which
included a self-bias on the cathode of -190 V, to 150 W (sdlf-bias -310 V).

3. Results and Discussion

It was prepared four samples with different thickness, where the Au and Cr coatings were respectively in 1.3
nm, 1.0 nm, 0.5 nm and 0.3 nm.

Fig. 1 shows SEM and AFM images of a samples surface after annealing. Obvioudly that after annealing on the
surface formed chaotic arrangement of particles. Observed in various diameters conglomerates.

Fig. 2 shows distribution of Au/Cr islands sze dependence of coating thickness.

E
a
E
5
b=
=
-
1
&
=
Z
&
&
g
L3 EHT=1000kV Gun inLens Pt 11 Do 200
WD = 63mm System Vacuum = 6.35e-006 mbar User Name = ADMINISTRATOR eUNE
b
Fig. 1. AFM (@) and SEM (b) images of gold-chromium particles prepared from film with thickness: Au — 1.3 nm and

Cr—-1.3nm
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Asshown in Fig. 2, the thicker films produce the bigger islands. We observe that 0.5 and 0.3 Au/Cr film cases
give better repeatability of the lateral dimensions of agglomerates, which are of 11 nm 4 nm in the case of 0.5 nm and
5nm + 2.5 nmin the case of 0.3 nm (evaluated as mean + |standard deviation|).

As can be seen from Fig.2, there exists Gaussian distribution. This distribution allowed make a mathematical
model for find most useful surface. It is assumed that the etching formed a high cylindrical columns. Dependence of
usable area per square micrometer, on diameter of idands at different column heights, shown in Fig. 3.

Asshown in Fig. 3 the maximum of usable area we get when diameter of columns will be equal to 22 nm. Itis
logical that the higher the column height the usable area is greater. However, the column height can only be a certain
size, because etching with RIE are alarge agglomerates (idands) erosion.

All samples for the erosion experiments were prepared from one 4* with 1,0 nm Au/Cr film thickness wafer
and were etched during 5 and 10 min.. We found etching pressure and plasma power affecting erosion level at most.
Results of erosion level investigation are shown in the Fig. 4.
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Fig. 4. Agglomerate islands erosion investigation; a — erosion dependence on the etching pressure (plasma power
150 W); b — erosion dependence on the plasma power (pressure 20 mTorr)

It is well-known that CF, gas allows anisotropic silicon etching [8, 9], related to polymer deposition on the
sidewalls of the pillars, which inhibit undercut of the mask. However, the anisotropic etching depends on the pressure,
the plasma power and flow rate of gas, too. The SEM images of the samples after RIE are shown in Fig. 5. As can be
seen from the SEM micrographs, there are three different pillar shapes: straight sidewalls, conica and overcutting.

4, Conclusions

1.3, 1.0, 0.5 and 0.3 nm thick AuU/Cr film samples were deposited, and agglomerates of correspondingly
decreasing dimensions were found in al cases except of 0.3 nm film, which was evaluated to have lower-than-boundary
conditions for agglomeration. By controlling the pressure, plasma power and gas flow can be formed in different
nanopillar. Highly anisotropic etching was achived, when using CF, plasma, thus resulting in 10 nm and sub-10 nm
nanopillars with 1:10 aspect ratio.
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Abstract

The paper presents an investigation of water absorption and content in concrete cubes, it's dependence on composition
of concrete, methods of moisture measurement in concrete, concrete' s protection from moisture.
KEY WORDS: concrete, moisture, motion, porosity, protection, water proofing, structure.

1. Introduction

Experience of building construction and exploitation, field and laboratory tests shows that gradual decay of
constructions and materials depends on moisture affection and temperature variation. Most difficult to assess and
mostly connected with gtability of building partsis environmental moisture affection.

Concrete is the material, obtained by mixing cement, large and small aggregate and water together. Also there
could be added additives, if needed [3]. Concrete's necessary characteristics are formed during cement’s hydration.
Physical and mechanical properties of concrete depend on many factors. One of them is the concrete's structure. It
congtantly changes over time and is divided into few levels. sub-microstructure, microstructure, meso-structure,
macrostructure, mega-structure. In sub-microstructure’s level, while cement hardens, chemical and physical processes
are going on. Microstructure is a level of cement structure. Macrostructure is a level of fine part structure. Mega-
structureisalevel of large aggregates in concrete [4].

Since structure of concrete pores changes during cement’s hydration, it could be said that it affects processes
of adsorption and desorption. In moisture adsorption from the environment, liquid, which is exposed by capillary
pressure forces, fallsinto micro-cracks.

2. Moistur e M easur ement in Concrete

Moisture in concrete is measured by various methods, using various measuring instruments. Equipment must
be enough stable and accurate, correspond to other requirements.

1. The gravimetric method

The most accurate measurement is the gravimetric method. Samples are removed from the investigated body
and weighed in the moist state, dried and weighed in the dry state. Data tables are filled with the information and
moisture is calculated.

However, it isnot always possi ble to take undisturbed samples, so usage of thismethod islimited [1].

2. Measurement of dielectric constant

Water's dielectric constant is measured by the capacitance of a capacitor embedded in concrete. For this
measurement bridge and oscillatory circuits are used. There are high frequencies for measurements in concrete
recommended, because of the dielectric losses. Usage of high frequencies keeps dielectric losses small. Frequency must
be permanent. Also the direct contact between the electrodes and the concrete has to be avoided (they can be covered
with the conductive rubber).

Dissolved salts have no substantial influence on dielectric constant, but binding energy of adsorbed water has.

In connection with capacitance measurements it has to be noted that moisture layers parald to the capacitor
el ectrode surfaces produce erroneous measurements [1].

3. Measurement of dectric conductivity

While measuring eectrical conductivity it is not recommended to put eectrodes directly on the concrete,
because the transfer resistance between the concrete and eectrodes may occur. So reference bodies are used those,
which equilibrium moisture adjust to the surrounding concrete: gypsum, mortar, glass fiber cloth, ceramic. Glass fiber
cloth and ceramics are suitable for long time measurements, because they don’t change under the influence of water.

There are ions, arising from dissolved salts, whose concentration may undergo changes and could be hard to
determine, so, when using contact sensorsit is needed to consider the danger of an additional, undesired conductivity.

In order to sensor will not have direct contact with the concrete, they are positioned into hollow spaces within
the concrete body. In these spaces the moisture content adjusts to prevailing air humidity [1].

4. Measurement of microwave absorption

This is a relatively sensitive method, but some difficulties while measuring concrete may occur, because
electromagnetic waves partially depend on outer concrete body surface. If the specimen is encased in the form or
insulation material, the moisture, that form or insulator contain, is added to the measurement.


mailto:jovita.kaupiene@ktu.lt;
mailto:eddelwise@gmail.com;
mailto:unreal196@gmail.com

112

At lower frequencies, dissolved salts cause an additional adsorption [1].

5. Measurement of microwave resonance frequency

The resonance frequency in a cavity resonator depends on the dielectric constant, which depends on the
moisture content. This method has a high accuracy [1].

6. Measurement of thermalized neutrons

This method is considered as the best non-destructive method for determination of water content.

Usually measurements are done on the outer surface of the concrete body. Fast neutrons emitted by a
radioactive isotope enter into the concrete test body. By collision with light nuclei, the neutrons lose their kinetic
energy. Detector, which registers only thermal neutrons, measures an index for the hydrogen concentration and thus the
moisture content in the concrete [1].

3. Investigation of Concrete Structure

Concrete's structural characteristics can be seen from it's structural indicators. The main structural
characteristic is porosity. Concrete's structural characterigtics are: effective porosity, total porosity, porous space
reserve, relative pore and capillary wall thickness, structural singleness distortion rate. Effective porosity describes the
pore cavity, which during the test is filled with water. Total porosity describes the pore and capillary cavity in
specimen. Porous space reserve is the space, which is not filled with water in the beginning, but during the test dowly
fillsin[2].

Compositions of concrete cubestested in laboratory, are presented in Table 1.

Tablel
The composition of investigated concrete cubes

Content n 1m® of concrete mixture

Materials Units 25730 C35/43 C35/43
(D1 senes) (D2 sertes) (D3series)
Content of cement kg 366 457 457
Content of water | 205 160 160
Content of dolomite ke 1171 1157 1157
aggre gate =

Content of sand kg 601 656,14 656,14
vic - 0,56 0,35 0.36
Flormix plasticizer ml - - 20
Mobility mim 7 (82) - 9 (S2)
Vebe rate g - 32 (VO) -

Concrete cubes were hardened in accordance with the requirements, specified in LST EN 12390-2:2003. 28
days cubes were kept in water in constant temperature. After 28 days, compressive strength of concrete was measured.
Measured values were; D1 series— 32.43 MPa, D2 series — 43.28 MPa, D3 series — 45.62 MPa.

For measuring water penetration into concrete cubes a following system was constructed. There was a vessd,
where dry and weighed before cubes were placed in. After that, the vessal was closed, air from it was taken out and
vacuum created. Cubes were left in vacuum for an hour and then water was made to flow into the vessd, until it reached
concrete surface from the below or until cubes were al in the water, that depended on the test, that was made. After
some time vessel was opened and cubes weighed in the moist state. Also there were made similar tests, just not in the
vacuum, but in the natura conditions.

After tests concrete’ s structural indicators were cal culated according to the following formulas [2]:

We :E:M&oo%; WR:QMXLOO%;
Mo v My

\
0 - -h..
R:?- %i’iOO%? D:Mxlm%; N:M
R@ WR hmin

where: We — effective porosity, %; Wi — total porosity, %; R — porous space reserve, %; D — relative pore and capillary
wall thickness, %; m, — weight of dry specimen, g; m; — weight of moist specimen, soaked in natural conditions, g;
my, — weight of moist specimen, soaked in vacuum, g; V — volume of specimen, determined after test of absorption in
vacuum, cm?; hye — maximum value of moisture capillary rise, mm; hyi, — minimum value of moisture capillary rise,
mm.

Calculated values of structural indicators are shown in Fig. 1.
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4, Concrete s Protection from Moisture

Concrete is leaking because of capillary, cracks and cavity. Also, conduction channels may appear, because of

increased loads and heating — freezing cycles during the exploitation period. To waterproof and protect concrete
congtructions from affection of aggressive chemical materials are used various materials. The main property of those
materials is ability to induce the formation of insoluble crystalsin pores and capillary of concrete. So concrete became

not leaking.

Why isit worth to use materials for waterproofing and protection of concrete?

1. Concrete became not leaking, because crystals of those materials fill in al pores and capillary and there are no
places |eft that water could flow through.

2. Concrete could “breathe’. After placing waterproof materials an concrete’ s surface, there is new structure formed. In
this formed structure spaces are too small for water molecules, but big enough to let vapor through. So vapor does
not condense and concrete remains dry.

3. Protect reinforcement in concrete. Penetration of water and harmful materials into the concrete is stopped, so
reinforcement is protected from corrosion.

4. Concrete became resistant to affection of heating and freezing cycles. In heating and freezing cycles water goes
from one state to other, so its volume changes and forces, that disturb concrete, appear. Waterproof materials do not
allow water into the concrete, so protects from harmful affection.

5. Increases the compressive strength of concrete,

6. Concrete became resistant to affection of aggressive environment.

5. Conclusions

1. Filling on of the porous space depends on method of water uptake.

2. Usage of plagticizers affects moisture motion in concretes with the same composition, comparing with concrete
without them.

3. If effective porosity, total porosity, structural singleness distortion have a maximum values, then porous space
reserve and relative pore and capillary wall thickness has minimum values, because in specimens like this there are
many big, opened and connected to each other pores and capillary. It depends on composition of concrete — size of
large aggregate isthe biggest and quantities of components are small.

4. If effective porosity, total porosity, structural singleness distortion have a minimum values, then porous space
reserve and relative pore and capillary wall thickness have maximum values, because in specimenslikethisthereis
small quantity of small, connected to each other or not, pores and capillary, so hollow cavity of specimen isnot big.
It also depends on composition of concrete — size of large aggregate is the samallest and quantities of components are
bigger.

5. Water has aharmful affection to concrete, so it isrecommended to use waterproofing and protecting materials.
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Abstract

In this work observes historical and cognitive facts of development of public transport and housing in Lithuania that
depended on each other and was affected by economical, social factors and landscape. Post-chases were first
conveyance used for public and international transport. Later when the communication system became more advanced
it was replaced by trains and busses. Nowadays public transport is less popular because of increased individual
transport.

KEY WORDS: housing, house types, villages, public transport, roads, communication.

1. Intruduction

Knowledge about lodgments, shelters and houses in the territory of Lithuania begins in very old times.
Geographica conditions, social structures, and traditions influenced a building type during ages. Buildings were
various: over ground (built simply on the ground), log constructions, oval, rectangular, with a different length ant etc. In
the center and corners building had balks dug into the ground witch hel ped to keep stability of the construction. Most of
houses had two accommodations and a roof consisted of 2-3 slopes [1]. Settlements were formed and transformed
depending on people activities, social and economical conditions, surrounding nature and thickness of residents.

Wars with Teutonic Order negatively affected the development of Lithuanian cities during the 13" — 15"
centuries, but it was not stopped absolutely. The major cities such as Vilnius, Kernave, Kaunas and Merking grew up
near castles. There lived craftsmen, tradesmen and husbandmen. Since the 16™ Vilnius, the capital of The Great Duchy
of Lithuania became a crossroad not only between duchy cities, but between abroad cities such Riga (Latvia), Lida
(Bdarus), Pskov (Russia), Viciebsk (Belarus) and others, too.

Stable trade connections and post-chases had a big importance to a formation of the roads web in Lithuania.
The connections between major cities become essential in 16" century by starting to use post-chases for an international
consignments from Vilnius and Kaunas to Vienna, Venice and Krakow. Technical roads level was not very high.
Construction of land roads were made only by using natural soil without any strengthening elements. Mounds were
constructed only in swampy places and a surface of causeways was strengthened with wooden boards. Fords were usual
and popular road element during that time. Depending on growth of cities in Lithuania the roads web also became
wider. Rail ways and rivers aso were used as a part of the public transport in the country. When intensity of the land
transport grew up, was decided to find a more modern road construction. Macadam roads solve that problem and
influenced a progress of public roadsin Lithuania.

2. Houses and Communication in Old Days

According researchers and archeologists first houses in the territory of Lithuania were 7-10 meters of length
and 4-6 meters of width. Theroof had 2 or 4 slopes. Construction was simple: piles dug into the ground, gapsfilled with
moss, bark, stones and aroof was made by using reeds, braches and pine barks.

In about 1000 BC husbandry went to upper level and progress of civilization growth began. Harvest was
bigger than before; people had more food products and needed to protect them from wild animals and other tribes. They
started to live in settlements with a castle built on a mound. Mound was steep and strengthened by using balks, stones
and clay. In the middle territory in Lithuania fortress such as castles in Kernavé and Merkiné had rather stronger
fortifications (Fig. 1 and 2). Area on the mound was not big enough and houses were built near each other as much as
possible. So latter people lent on a base of the mound and extended their living place into one or few new villages. The
castle still 1eft as a defense point. There lived husbandmen, warriors, craftsmen. Settlement had its fortifications and
entrances [2]. Bigger villages had some sections witch was digoin by using a street web and walls. It was a rudiment of
acity structure [3].

There is not much known about wooden castles, because most of them did not remain till our days. Only
mounds left. In the 16" century stone castles were built by Germanic craftsmen. These castles were expensive and
required a lot of people not only to build it but defend, too. Medieval castles were strongest fortifications during that
time.

To communicate with other tribes Lithuanian progenitors used rivers and sea ways. Pretty good in navigation
was Curonian tribe. They even organized retaliatory campaign against North men (Vikings). The fact that Lithuanians
used the biggest rivers Nemunas and Néris for navigation is proved by Pope Innocent 1V in his bull written in 1254.
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Fig. 1. Kernavé. The reconstruction of King Fig. 2. Kernavé. Castle and settlement according

Mindaugas Throne Castle and Mound R. Sidris
according R. Kulikauskiené and architect
A. Sazanovas

As amateria for boats and ships Lithuanian tribes used oaks. Rivers did not require big recoursesto tend it and it was

the faster and safer way to travel, get some food, weapons or other things than using land ways, especially in the spring
or autumn when ground was wet.

3. House Types

In the 10™ century a primitive Lithuanian house had a place for fire inside. In one side of the house lived
people and in other side they kept animals. The house had no windows only small gapsin the wall. Entrance was on the
back side. Roof was made of straws, without chimney and had 2-4 dopes. Ceilings were only above the place where
people kept fireto protect a roof from sparks. All walls were made of horizontally laid logs. House measurements were
about 7x13 meters.

In the 16" century in Lithuania were formed three ethnographical house types: Samogitian, Upper Lithuanian
and Suvalkija' s houses. Each type came from very old times and had building traditions witch makes them different and
interesting [4]. Common for al houses were a furnace made from clay and the main entrance to a house always on the
side of the house. As construction materials people used wooden logs and roof was made of straws and canes.

Upper Lithuanian house was called “pirkia’ (Fig. 3). A prototype was a small and cramped house with a
furnace made of clay inside. Later houses became much bigger and roomy. Upper Lithuanian house had three parts. a
porch in the center, living place with the furnace in one side and sitting room in other side of the house. Sitting room
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Fig. 3. Upper Lithuanian house Fig. 4. Samogitian house

Fig. 5. Suvalkija' s house
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was called “sekly¢ia“. There people celebrated major events. Whilerich people had two sides in the house poor people
had only one. The porch had not ceiling and it was only way to aloft in the house. Roof was with two slopes. The main
entrance and window-blinds was graced with painted flowers, fretworks or some ornaments.

Samogitian houses were massive (Fig. 4) and had various kinds of rooms. The house was called “troba’; it
usualy had from three to ten rooms. The main different between Samogitian house and others ethnographical types of
house is that “troba’ had separate accommodations for guests and residents to live and deep. A working place was on
the east part of the house, family rooms on the west part, a porch, kitchen, guest rooms and sitting-room in the middle
part of the house.

Suvalkija's houses (Fig. 5) took some attributes from both Samogitian and Upper Lithuanian houses. House
was called “stuba’. A planning of the house was almost the same asin Samogitia. But few things were very interesting.
Most of the houses had a digtinctive handmade furnace and chimney system. People used this system to smoke-dry
meat. Suvalkija's people were first in Lithuania who started use tiles made from clay to cover up the roof and wooden
cleats to batten outside walls.

4. Village Typesin Lithuania

Old Lithuanian villages are divided into three groups depending on houses and streets placing:
- One dreet villages. Features: houses situated regularly, with aback sideto the only street or road through thevillage (Fig. 6).
- Desultory villages. Features: poor planning-houses situated chaotically, a wide web of small streets or few small
streetsin and one bigger near the village (Fig. 7).
- Detached granges. Features. situated near major roads about few kilometers from each other.
In the beginning only landscape affected formation of new villages. Later more important became social and
economical factors.
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Fig. 6. Planning of one gtreet village Fig. 7. Planning of desultory village

Desultory villages were formed in the 10" century. These villages were different than primary settlements
because they were not situated near mounds or castles. Houses were located fredly and people had problems with their
territory borders, especially husbandmen, because a tillable plot often crossed neighboring plots. Till the 16™ century
most of settlements were such as this type. Desultory villages outspread in Suvalkija, Northern Lithuania, Samogitia
and other regions during the19™ century. Nowadays this kind of villages can be found in Western Lithuania and in the
region of Klaipéda

Villages by one street are known from writings written by scouts of Teutonic Order in the 14™ century. Such
villages were mostly established in 16™ century when agricultural reforms were made in The Great Duchy of Lithuania.
In time these villages grew up into bigger ones with more streets.

Detached granges are mentioned from the 13" century, but must of them were established later in the 19"
century when Lithuanian agriculture was reformed by government of The Russian Empire [5]. Reforms stopped with
the beginning of World War |. Thelast distribution of villages into detached granges was made in 1922.

5. Development of Townsand Communication

From XVII century town-planning was devel oped over all country, considering to West Europe models and
inciting rectangular plan structures. Usually it was designed a market-square that use to have social importance to
community, and there was built a town-hall in the center of it. A sguare was usually surrounded by cook-shops,
taprooms, trading premises and townspeople houses. At the end off XVII century towns and small towns were situated
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every 17.4 km. Further development of them was stopped by social disasters such as wars with Russian and Sweden,
plague, famine, pillages by foreign soldiery and especially fires that wiped some of the towns out.

Since long-ago towns growth and devel opment was gimulated by transportation and routes building. In XVI
century there has been quite dense network of overland routes in Lithuania already, but the routes have not been surfaced
by hard covering yet. Thetracksthat were used as post ways were the most important routes at those days. Every 15-20 km
along apost track there was a wagon, harnessed by 4-6 horses, where were seated up to 15 passengers. In order to guaranty
the traffic of passengers and loads there was necessary to keep many horses at the pogt stations. In 1850 60 horses were
kept at the pogt station in Kaunas, 84 — in Ukmergé, and other stations usually had about 48 horses. According to post
traffic system it is known it were took 34.9 thousands passengers over the highroad of Kaunas, 11.1 — over the highroad of
Taurage, 9.1 — over the post track of Ukmerge — Siauliai and 3.3 — over the post track of Kaunas— Raseiniai — Taurage.

In X1X century devel opment of towns was impelled by highroads building. At the middle of X1X century there
were about 686 km of highroads over all country. It was started to devel op the industry that was very increased after
railways building. In 1857-1858 it was prepared a project of railway of Daugpilis - Gardinas and Lentvaris - Virbalis,
constructions were started in 1858 in Vilnius area. In the first exploiting years the traffic by railway was very small, it
was running barely two pairs of passenger trains and a pair of goods trains per day, and the traffic Vilniaus - Varsuva
direction was still samaller — two pairs of passenger trains and a pair of goods trains per week.

Excluding broad-gauge lines, at the end of XIX century there was built narrow-gauge lines. Because of smaller
overall dimensions of equipment, narrow-gauge lines required smpler specification and less expense. They were being
built by arterial lines as access roads to passengers and goods from distant areas.

Train was grave concurrent to overland and waterborne transportation as it was faster, more comfortable,
secure and steady for regular trangt. Asaresult after railways building the importance of highroads decreased.

Vilnius and Kaunas (less Siauliai and Panevézys) became the industrial centers and the communities of the
cities were changing and adapting to the new living conditions. Villages were built up near railway stations (Naujoji
Vilnia, Pabrade, Svencionéliai, Kaisiadorys, Mazeikiai). Old towns (Varniai, Merking, Punia, Ziezmariai) that were
situated further from arterial traffic declined and transformed into small villages. In 7-10 decades townspeople population
increased twice as much. Towns and cities were connected by tel egraph and telephone lines, there were dectricity supply
and sewerage installed. From the times of Czarig Russian occupation living houses were planned and equipped quite
primitively, but there was alack even of such housing after awar. That motivated to provide new housing that were very
modest, mostly from wood at first and comfortable, hygienic, good-looking and bricked some time later.

In independence period radical village's reformation was in progress because of economical and cultura
increase, advancement and agrarian reform. It was taking care of buildings and granges development and the country
was awarded for the models of outhouses and plans of granges. Because of fires and deforestation it was necessary to
change wood to incombustible building materials. In 1938 it was prepared a plan of bricked constructions devel opment
by V. Juodeika and V. Svilpa but it was built very few buildings until World War 1.

During the war it was destroyed over 26500 houses in Lithuania. Because of strong lack of the housing in 1944
it was established building trusts, urbanism and architecture designing offices for rebuilding. In 1955 it was started to
produce reinforced concrete dabs and silicate blocks to accelerate constructions in the country. Building materials
manufacturing increased and cities' engineering infrastructure such as thermofication, gasification, dectrification and
water supply was devel oping.

In 1985 mostly it was building bocks of flats that 75% comprised buildings of large slabs, 21% - bricked walls
with sectioned dabs and 4% - monolith of reinforced concrete. Until 1965 blocks of flats were building of 5 floors, and
later - of 9, 12, 16 floors. Bricked houses were constructing variously but by typical projects. Initialy the flats were
very small. Later the layout was improved and it was started to build using blocks-sections.

Large-dabs house was dominating block of flats type that was being built since 1959. It was constantly
improved by building on loggias, reorganizing interior structure and plans of flats with larger kitchens, higher rooms
and better proportions.

Monolith blocks of flats were being built from 1972 using expanded clay concrete that was pouring into
sectional forms. Thistype of dwelling was usually constructed up to 16 floors designing individua forms.

Blocks of expanded clay concrete dabs were manufactured at the factories of Vievis and Palemonas (in
Kaunas), using a large-dabs houses construction system from room-size products. This type of housing was unpopular
because of low outside walls heat insulation.

Constructions were controlled by the Soviets. It was urgent to solve a problem of lacking living space; as a
result constructions were of quite low quality. It revealed such problems as strong heat wastes and poor esthetical view.

After Independence declaration housing politic in Lithuaniawas changed. It was refused of market control and
started privatization. Duration of intensively exploiting sectioned dwellings was prolonged.

The dominating type of house was block of flats that comprised 80% of living place. After 1990 the
Government was prompting individual houses building by exempting private constructions. Individual houses were
being built according to past standards and their owners requests, as a result new buildings were very large and
uneconomical — waste of heat was enormous. Because of increase of construction prices and decrease of living
conditions to complete many constructions was impossible.

There was big change of constructions after new standards and normative acceptation in 1992. After changed
demands of customers bricked dwellings congtructions was increased. It was impelling more economy and energy-saving
constructions of individual houses for one family and it was decreased capacities and heightsin blocks of flats building.
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Since 1994 the prices of housing were constantly increasing. Rapid privatization of immovable property and
increasing inflation and banks crisis determined that prices of housing grew into nearly 150% to 1999. In 2004 — 2007
constructions were booming and housing market outlived a golden age. Increased economics and incoming of habitants,
an entry to European Union, advantageous credit terms conditioned a big jump in immovable property market — the
prices increased over 3 times during this period. At the beginning of 2008 the prices tend to declinein all country as a
result of world-wide financial crigs. From the highest point in December of 2007 to June of 20098 prices decreased
nearly 31.5% and gradually tend to stabilize.

New constructions are organizing differently from the past when it was formatting living areas and building
blocks of flats complexes. Currently detached plots are built up by living houses, but it is not considering to free spaces
for car parks, playgrounds, preschools and schools territories reserving.

6. Towns Public Transport

For a long time al exploited trangportation was simple wagon pulled by horses. At the beginning of X1X
century for people communication and goods transit was using wagonettes teamed by two horses or simple peasants
wagons harnessed by a horse. Richer towns' dwellers wereriding by horses or by carriages pulled by two, three or more
horses (Fig. 8). That kind of transportation was sufficient while population in towns was not extensive and life was not
very intensive.

After railways building it was necessary to organize regular passengers: communication inside towns. In the
next half of XIX century growing the towns and expanding the network of transport it was required more improved
transportation. In larger cities— Vilnius and Kaunas— it was popular to travel by post-coaches pulled by four horses that
could transport up to 10 passengers. The wooden wheels were changed to rubber tyres to make transport faster and
reduce the noise.

The next conveyance was omnibus. It was defined rules of the road, the rights and duties of drivers, payment
rights, hours of attendance and courses. At the end of XIX century post-coaches and omnibuses were outrivaled by
horsy tram, so-called konke. In 1893 there was built about 10 km lines for trams. In 1909 konkeés were used by over 2.6
millions passengers that means one citizen of Vilnius used it approximately 14 times a year. In 1905 konkés conveyed
about 1.6 millions passengersin Kaunas city.

Thefirst cars upstarted at the beginning of XX century in Lithuania. In 1905 in VIInius there was driving few
cars already. Starting the 3™ decade there was expanding communication by buses, but their exploiting was very short
because of coarse surface of the streets. In 1928 there was coursing only 8 buses in Klaipéda and there was 39 courses
of busesin 1931 in Kaunas. Transportation by buses increased when narrow-gauge was liquidated and surface of streets
wasimproved (Fig. 9, 10 and 11).

Fig. 10. A passenger bus in Gediminoas prospecte. Fig. 11. A trolleybus in Zvé:vrynas area. Vilnius,
Vilnius, 1946. A picture of E. Sikas 1961. A picture of Sestokovas
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7. Development of Panevézys

The city is situated in convenient geographical position where crosses the main country’s highroads and
international highway Via Baltica, that connects two capitals of Baltic States — Vilnius and Ryga, passesby. Thereare a
railway station and two working aerodromes exploiting for local use.

Panevézys has no worth architectura heritage because of historical circumstances. In established city were
dominated wooden constructions and many buildings was destroyed through the years. However the net of the streetsis
considered to have urbanistic and architectural worth as usable and sensible set.

As wdl asin many expanding cities air pollution is an issue in Panevézys. It could be reduced by prompting
the use of public transport. However statistics revealed that supply off public transport is decreasing every year.

UAB “Panevézio autobusy parkas’ is a single company providing social conveyance services and conveying
about 70% of all citizens of Panevézys. As a result of increased popularity of individua transport, the amount of
passengers is constantly reducing every year — since 1994 it is serviced 16,2% of clients less (Fig. 12). As a result of
reduced demand of public transport, the courses of buses were decreased as well. Since 1991 21 courses of buses
decreased to 15 (Fig. 13). Economical decline complicated the wrong state of conveyers — since 2009 the work of
“Panevézio autobusy parkas’ companys is |oss-making.

Amount of Passengers by Buses, % Amount of Buses Courses
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Fig. 12. Passengers of busses decrease Fig. 13. Reduction of buses courses

8. Conclusions

Heritage of Lithuanian past buildings is not wide and many of buildings were destroyed during the ages. That
was a result of expanded wooden constructions and wars. Some of remained buildings are included in the World and
Europe cultural heritage lists.

Housing was developing according to ages, socia and political circumstances. Entirety of it comprises a
nowadays urbanistic face.

Transport and routes devel oping had important means between towns communications. During recent decade
public transport popularity is decreasing every year.

References

1. GirininkasA., Kretuonas. Vidurinisir vélyvasis nedlitas. Lietuvos archeologija. — Vilnius, 1990, t. 7, 111 p.

2. Kulikauskiené R. Ka slepia Kernavés piliakalniai // Mokslasir gyvenimas, Nr. 3, 1984. 14 p.

3. Publikacija: Vitkanas J. Kernavé : vadovas po Kernave ir Kernavés archeologijos ir istorijos muzieu-rezervata.
Kernavé : A Guide to Kernavé and the Museum of Archaeology and History. — Vilnius, 1999. p. 36-37. pav. 28.

4. Vaitekunas S. Lietuvos gyventojai per du tikstantmegius. Mokslo ir enciklopediju leidybos ingtitutas. — Vilnius,
2006, 163 p.

5. Taryby Lietuvos enciklopedija. Kaimas,, T. 2 (Gradas-Marvelés). — Vilnius, Vyriausioji enciklopedijy redakcija,
1986, 170-171 p.

6. Bertasiuté R. Medin¢ architektara: issaugojimo ir plétros galimybés. Lietuvos muzigjai, 2004.

7. Bertasiité R., Vasilaiskaite V., Zumbakiené G. Ryty Aukstaitijos tradiciné kaimo architektira. Vilnius, 2009.

8. BaublysA., VasilisVasiliauskas A. Transporto infrastruktira. — Vilnius: Technika, 2005.

9. Lietuvos automobiliy keliy direkcijos informacinisleidinys, 2005.

10. Inyte V. Pasto karietos. (straipsnisis "Laikingji sosting"), 2008.



120
Proceedings of 5™ International Workshop ITELMS2010
The Clay Wall — New Way of Ecological Construction

S. Klimanskis, T. Kli¢ius, S. Susinskas

Kaunas University of Technology, S Daukanto str. 12, 35212, Panevezys, Lithuania, E-mail:
simonas.klimanskis@stud.ktu.lt; simonas.klimanskis@gmail.com; tomaskliciusr @yahoo.It; saulius.sus nskas@ktu.lt

Abstract

The paper presents a description of use of clay wall and its types in ecological construction. Structure, main integrate
materials and way of such construction were described.
KEY WORDS: clay wall, clay, construct, pounded, swab matter, branch, straw, brick.

1. Introduction

After bondage cancellation, homestead was dissolving, new constructions became active and requirements for
construction materials were rising. In the end of XIX c., clay construction was spreading because of deforestation and
the cost of wood had gone up. In most of Lithuania, this type of construction was known and used since the year of dot,
especialy with the free peasant’s and gentleman’s homesteads. In the end of XIX c., it became popular in North
Lithuania. The clay construction is recommended because it is cheap, ecological, practicad and a good match for
architectural landscape [6].

In the XX c. and third decade, the clay construction was spreading across all Lithuania. It was determined by
relocation of residents and to weave over their traditions with local living and working conditions [4].

Clay as a qualitative construction material was widely used in construction of interior equipment spaces, dirt
floors, chimneys, stoves, foundations and walls, as well as in manufacture of bricks [1, 2, 3, 4, 5, 6]. Even in these
times, the clay construction is popular. Many tourists arriving to Lithuania like to choose such a rura tour of our
homestead, which consigs of clay walled house and or clay also being used other parts of the home structure.
Moreover, the clay house is very popular among Lithuanian people and they till like to choose this style because of its
ecology and economy.

In this paper, the clay wall and its construction technology are described. In conclusions, these walls are
generalized briefly in underlining advantages and disadvantages.

2. Clay Wall

In places where there is a lot of clay, it is possible to construct clay walls. Rationaly, such walls are
sufficiently hygienic.
Many decisions were made in regard to clay wall construction and sofindly, several types of clay wall
construction were discovered, such as:
1) pounded clay wall;
2) clay wall with swab matter;
3) clay — branch wall;
4) clay squirted traw wall;
5) unburnt (clay with straw) brick wall;
6) clay wall with wood framework.

2.1. Pounded Clay Wall

By constructing such walls, it is needed to dig the clay, pound it efficiently and use while it is naturally wet.
Any clay issuitable for such walls, if it isnot too fat or lean. If the clay istoo fat, many gaps may emergein drying the
wall. If the clay is too lean, the wall becomes too weak in our conditions for Lithuania.

Usually it is possible to know if the clay is fat or lean. To test the clay, it is need to lay some small brick and
dry it. Wide gaps will bein the brick made from fat clay, narrow gaps— from not very fat clay and without gaps will be
the brick made from lean clay. When a wet piece of fat clay will be thrown down, it will not break like, for example,
rather, like a wet a piece of sand, it will just changeitsform.

Pounded clay walls are constructing in the following way: hydro isolation layer is paving on the prepared base
and the form isto be put on that.

Forms are handmade. They are about 300 mm height. It is made following way: wood poles are for digging
during atemporary time at the corners and along the walls, and planks to form walls are to be put from the internal side
(seeFig. 1).
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Fig. 1. The handmade form to put clay
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Fig. 2. Pounders: a—to pound main wall volume; b — to pound by form’swall; ¢ —to smooth the surface

When forms are made, clay is dug out (upper layer does not need because it is too dry), and then it is brought
to be put to the form. Subsequently, it needsto be pounded with 10 kg weight pounder (see Fig. 1, 2). Clay is pounding
in layers of 100 mm weight while the form will be filled (300 mm height).

The clay walls are not constructed in fat layers because of their need for drying. The drying takes 2—-3 days, i.e.
it isenough time for the bricklayer to come around to all constructing the building. After that, the bricklayer paves next
layer (row) and, in same way, continuing hisjob without break until the constructing of wallswill cometo an end.
These walls are constructed with an air gap or without it. The air gaps are formed in using wood cartridges, which have
been mounted together with forms.

While the work is underway, the walls must be concealed from the rain and so, before night fall and the
possiblerain, thework must be covered with straw (also, weigh it down for protection from strong wind). Moreover, the
walls could be covered with roofing paper and planks.

As it is aready understood, the drying clay reduces its volume, for that reason, the walls will subside.
Therefore, bricking of window and door openings becomes difficult, as well as processing with burnt bricks of windows
and doorsthat decorates the home and strengthen it. The wall subsides not only because of drying clay but also because
of pressure of upper layer.

The horizontal wall pressurein level with the sill and wall plane in places where windows are more and less
than in places without it (because of athicker clay layer pressures here at this point). Because of that reason, the walls
between windows like to subside more frequently than under windows. The resulting effects cause gaps to emerge in
thewall. Wallsthat are constructed without any openings may later after the drying process have such openings cut out.
On the other hand, such openings can be cut out while the wall is being constructed but will need to be weighted
appropriately in comparison with the weight of the wall.

Clay is too weak a material to make arcs over door and window just from it. Therefore, these openings are
covered with thick planks or concrete beam (such beams are being used to congruct walls from bricks) which endings
have been fixed in the wall. If the openings are cut out latter, however, in congructing the walls, it will be needed to put
planks at the required he ght to protect window’s openings. In mounting casings, it isimportant and needed to follow that
casing so taht it will not digurb or allow the wall to subside. For that purpose, free space over casingsis|eft to put hard.
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The sides of windows and doors are processing with planks that they will be more beautiful and stronger. The
side that contacts with the clay wall must be hydro isolated.

The gap left between corners bricked in with burnt bricks and clay walls chinking when the walls have
subsided. Otherwise, gaps could emerge between clay and bricks.

It requires athick wood plank or dab under the endings of ceiling beams that beams the pressure and distribute
it to the major area. Brick-balksto support joists fix on the endings of beam (see Fig. 3).

Fig. 3. Thelayer of clay pounded wall

The vtop of the wall needs to be covered with hydro isolating material, best — roofing paper that water would
not dampen thewall. The walls dumped on the top are very disapproving.

Soil can be put on the celling and cover the roof, just after one month of waiting since the completion of wall
construction.

This time period allows the wall to cure and strengthen. The walls must be saved from the rain by covering
with roofing paper or straw while roof has not been constructed.

The clay walls must be dried until freezing temperatures, because if the the walls freeze and gone a cry, they
could disintegrate in the time of thawing. Because of that reason, the clay walls should start to be constructed early in
spring.

Walls from untrammeled down clay are weak frequently because clay has been dug from various concistinsy.

When it has started to dry in the wall, tensions become unequal .

If clay is without any binding matter, it is processing in following way: it is trampling down, infuse it with
water, sometimes, if clay is very fat — sand. The clay is trampling down by horses. For that purpose, the clay is putting
to acircular layer, which is 250 mm of thickness and diameter 15 m. One people stands in the center of that layer and
encourages horses to run on the clay. The second one waters the material that is trampling down. When the clay is
trampled down, it needs to be put into heapsto dry and finally, put to thewall.

For a better processing, the clay is dug and put into heaps of 60 cm of height in autumn. The clay is caching a
chill in winter but it becomes fragilein spring.

2.2. Clay Wall with Swab M atter

However processed and unprocessed clay walls are weak and mainly more perviuos to warm. Swab matter, i.e.
straw, heath, hard etc, is mixed to clay to eiminate this disadvantage mentioned before. Straw and clay are mixing in
trampling down by horses.

For that purpose, on the clay put according to the way mentioned before, is paving a fat layer or straw (about
1520 kg of straw for 1 msof clay) and islet to walk for horses while the mixture becomes smooth.

In kneading clay, water needs to be squirted from funnel. After that the clay is putting to heaps to eiminate
unnesscessary water. Later it is suitableto use.

To save the clay heaps from rain wash, it is recommended to cover with straw and dig a ditch around. It is
better to store clay in shed.

In this case, same forms like clay pounded walls are suitable to construct these walls. Aswell as clay wall with
swab matter is pounded.

When swab matter is mixed with clay walls become warmer and stronger.

It isreccommeded to construct walls of 60 cm weight for anormal living house.
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All other construction parts of this wall are same like clay pounded walls. Therefore, they will not be
mentioned. It isimportant that 1 m® of such wall needs 1 m® of clay, 15-36 kg of straw or there swab matter. To dig
1 m?® of clay, to processit and finally, to pound wall take 1.5 work day.

2.3. Clay —Branch Wall

Clay — branch walls, as called, are made from clay and branches.

Any kind of clay can be used but it should be lean enough. The clay can be directly taken from ground if
composition is homogeneous. Then it has to be moistened. If extracted clay is heterogeneous it has to be strongly
pounded. Some additions like straw and hard are recommended.

Tree branches can be used such as conifer and or timber, especially pine branches. Birch and ader branches
are strictly not recommended, that material will rot away.

The best season for cutting is winter. Other seasons are available for preparation then: cutting into smaller
pieces — up to 70 cm. The suitable thickness of branch should be not smaller than finger but not bigger than wrist. 1
cubic meter wall requires 0.9 — 1.1 cub m extracted clay and 0.7 — 0.9 cub m branches.

The main walls for living houses are made 60 cm thick; horizontal and verticd air-shafts are included. The
same framework displayed in Fig. 1 is used.

Working steps: surface of base is to be formed (usualy base is up to 10 cm wider than wall), insulated. The
triangle prism islaid down, asdisplayed in Fig. 4.

Fig. 4. The base prepared to construct clay-branch wall

Then the planks of the form (mold) areinstalled. After mold work wall formation is started —first layer of clay
is put down, and then pounded. Next layer comes out of branches, then another layer of clay, that is also pounded.
During the wall formation vertical air-shafts are being installed — distance between channelsis 0.8 — 1.0 m. Vertical
channels are connected to the horizontal channe (triangle prism). Sometimes during the formation process beam is
installed but later istaken away — thisisthe aternative for horizontal tubel ess air-shaft.

The clay layer between branches layers is about 10 cm thickness; every second layer of branches has to be
crossed.

Areas for windows and doors are constructed in same way as described in paragraph 2.1. In space over the
windows and doors another air channel has to be done. The upper horizontal air-shaft is connected to chimney, the
lower horizontal air-shaft is connected to rooms or basement. Finishing works are made in the same way as described
earlier.

These walls dry quickly, subsidence is small. This type has big advantages and is especially suitable for living
houses.

2.4 Clay Squirted Straw Wall

Straw are put to wall’ s types written previously but not more. It has just a promoting significance.

This type of walls is a bit different. Straw is main materia and clay is a secondary one, works only as glue.
Thistypeis promoted by agriculturalist Krasauskas.

The preparation works are the same as described earlier (see Fig. 1). The main attention is paid to edge
reinforcements.

Shaved planks should be used for mold work — then the surface of formed wall will be smooth, weight of the
framework will be smaller aso.

Preparation work includes making clay consistence ready. For that purpose, two pits are dug. Fits are filled
with clay. Water should be added, the mush is being mixed until gets consistence of sour cream. Preparation of clay
mush is continuous process — first in one pit, later in other.

When straw is delivered, wall forming is to begin. Straw, best from rye, must be trodden by workers in the
molds. The layer of pounded straw is about 10 cm. Then the clay is squirted on straw. After that other layer of straw is
added and the process is continued. Eventually the molds have to be lifted.

Straw and fluid clay compose strong structure, no technological pauses are necessary during work.
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In the places for windows thick planks are temporary installed — those have to be at least 60 cm wider than
window (planks are removed after solidification). About 10 cm space is left for subsidence. Similar technology is for
doors — the framework for doors and windows should be done before wall formation.

1 cub m such wall requires 60 — 80 kg straw and about 1/3 cub m clay.

But for the best result it demands plenty of workers simultaneously. So group of 20 workers can build all walls
of one average living house.

Usually walls for living houses are 50 — 55 cm thick. If built correctly walls could stand firm and for a long
time; those walls are resistant againg mice.

2.5. Unburnt (Clay with Straw) Brick Wall

Clay with straw brick is made much bigger than normal burnt brick, for instance, 400x200x150 mm. They are
handmade; the same construction site could be area for production as well, it is a good way to avoid long distance of
transportation.

The main tool for production isformation box (see Fig. 5). Size of brick depends on size of the formation box.

The material for bricks isthe same as for pounded clay walls, sometimes it includes granulated straw or hard.

Production of bricks contains following steps. insde walls of the formation box are moistened and small
amount of sand is poured —walls and base of form; clay is added into form; wooden knifeis used to form a brick; brick
isremoved from form.

All bricks are made this way. One side dries a hit, then bricks are turned over and Ieft for drying again. For
fina drying bricks are piled up into stockpile.

Fig. 5. Form to make unburnt clay brick

The technology of mason work isthe same as masonry with burnt bricks. Principles of work are the same. Clay
is used as grout, but the layer should be tiny, so wall does not moisten too much. Work with areas for windows and
doors are made carefully, similar way asin other technologies for clay walls.

These walls dry quite well and quickly. Usually the process lasts two summers — oneis for brick production,
other isfor masonry. This sort of wallsisknown as strong and lasting structure; also ingtallation of air-shaftsis easy.

Usually thickness of thewall is50— 60 cm.

2.6. Clay Wall with Wood Framework

Clay walls with wooden framework need alot of forest wood but thin balks are enough.

The following deeds are made considering this type of wall: in the beginning thin balks are composed into wall
framework — there are big spaces left between balks, that structures a firm circle; then the layer of clayey straw
(macerated in fluid clay) islaid down on framework; next layer is again from wooden framework (circle) and so forth.
The surface of formed walls has to be tooled and covered with smooth layer of fluid clay. This type of walls is quite
strong, stable and cheap.

The wooden framework could be done out of round beams as well then the wall requires two parale beam
rows. Building work issimilar as work with simple wooden framework, as seen below (see Fig. 6).

Fig. 6. Thefragment of clay wall with wood framework
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Thistechnology is usually used in congtructing buildings with no heating systems (non living houses), such as
barns and sheds. The main framework includes columns, beams, facadee uprights.

If these walls are used in constructing living houses, there must be solid foundation, inside walls that includes
vertical columnsto hold the ceiling.

Comparing usual wooden walls and clay walls with framework, the second choice is better considering
economy, materials, protection againg fire, mice.

The aternate materials could be used forming these walls.

3. Conclusions

In this paper, clay wall and its six types were described. Main attention dedicated to the construction
technology of thiswall. Tosum it up, it ispossibleto say that clay construction could be used aternativein constructing
a passive house.

In comparing with modern construction, clay construction seems old-fashioned. However, this congruction is
based on ecological materials, its economical and is Lithuania's tradition that is has been fostered since the end of
XX century and isalso interesting to foreigners.
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Abstract

The level of noise pollution, landscape and other nature factors has been changing very fast. During the lagt decade
noise pollution has increased for approximately 0.5 — 1 dB per year and in some towns even for 10 — 12 dB per year.
Analysing these changesiit is necessary to know that the increase of noise pressure for 10 dB means the double increase
for ahuman [1].

Noise pollution directly influences on human’s health as well as on the quality of life and relaxation environment. Many
people in towns suffer from noise pollution emitted by trangportation. It isthe main source of noise and makes 60 — 80
per cent of all noise sourcesin towns.

Recently the scientists of KTU Panevézys Ingtitute have made research on noise pollution emitted by transportation in
Panevézys.

KEY WORDS: transportation, noise pollution, vibration.

1. Introduction

Transportation as well asindustry, municipal economy, energetics is one of the biggest environment polluters.
About 40 — 60 per cent of air pollution and up to 80 per cent of noise pollution in the biggest Lithuanian cities comes
from transportation. Comparing industry and energetics, transportation has some specific features. The most important
arefollowing:

- increasing amount of traffic in towns, countries and resorts;

- big car, as pollution source, concentration in small areas, difficultieslimiting traffic;

- trangportation isa dynamic pollution source;

- little possihilities to limit the influence on the environment in the nearest future perspectives,
- theroad development falling behind the motoring growth.

Most people consider the bad impact on the environment with air pollution, because this problem has been
mostly discussed. Big attention is paid to it during technical inspection of vehicles, too. But in many West Europe
countries noise pollution is being evaluated during car technical inspection as well. On June 25, 2002 Europe
Parliament and Council Board made a directive 2002/49/EB for noise pollution evaluation and management. It is the
first document in Europe legally regulating noise pollution. Lithuania had to make responsibilities to reduce noise
pollution, too.

A car is a complex noise source, because noise comes from the different car aggregates — engine, wheels,
tailpipe, load, road surface. The dependence of noise pollution emitted by transportation from the different factors has
been described in Fig. 1.

Analysing noise pollution emitted by traffic flow it is consdered that a vehicle is a spot of a noise source,
therefore the acoustic characteristics have been estimated during the experiment. The aim of the research is to estimate
the noise level in the main crossroads in Panevézys and to define the main sources of noise as well as to anayse the
impact of noise pollution on people and environment and to offer the means of its reduction.
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Fig.1. Factorsinfluencing on noise pollution emitted by transportation
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2. Noise Pallution and Its Classification. The I nfluence of Noise Pollution on Health

Noise—isasound of any kind we hear, but disrupts the balance of human hedlth or creates the obsessive sense
of obstruction. Noise can be made of loud as well as of quiet, lower tone sounds. It influence depends on many
subjective factors. intonation, health, state, age, and distance from the noise source. All the EU countries use the same
classification system of the sources of noise. According to the different human activities all the sources of noise can be
put into these main categories:

- road transportation;

- rail transportation;

- air transportation;

- industry;

- civil engineering and constructiona activities;
- outside equipments.

The influence of noise pollution on human'‘s health can be defined as specific (hearing organ — ear — injury)
and unspecific, when other organs are injured. Ear injury caused by noise pollution is called the inflammation of
hearing nerve — hearing neuritis or hearing neuropathy. When a human is affected by low unsafe level noise, hearing is
being injured lowly and insensibly. Usually seared hearing is noticed only in 10-20 years' time of daily noise affection.
In some cases even full deafness can appear. Nerve system is mostly injured — headache, head swim, tiredness,
weakness, irritability, insomnia, sensitiveness can appear, consideration and memory can become weaker, neurosis can
develop. Noise frustrates, disorganizes working, especially creativity and headwork. Heartbeat can become more rapid
and a patient feels heart-failure or pain. Blood pressure increases, blood circulatory becomes weaker especially in limbs,
digestive system disimproves. People can become ill hepatic illnesses. Noise affected for a long time can cause many
illnesses.

3. Resear ch on Noise Pallution Emitted by Transportation in Panevézys

In order to estimate the noise leve in the crossroads in Panevézys the noise measurement has been made. The
measurement was made in the four biggest crossroads in Panevézys.
- Basanavic¢iaus str. — Vilniaus str.;

- Klaipédos str. — Nemuno str;
- Nemuno str. — Parko str.;
- Pusaloto str. — S, Kerbedzio str. — Nemuno str. roundabout.

Three day measurements were made at 7.00 — 8.00, at 16.00 — 18.00, and at 19.00 — 20.00 in every crossroad
and three measurements in the different crossroad places. The following methodology was used for this measurement:
The regulation No.51 of the Economical Commission for Europe of the United Nations - Uniform provisions
concerning the approval of motor vehicles having at least four wheels with regard to their noise emissions.

To estimate the reciprocal noise level emitted by transport flow in the crossroads, the measurements were
made in the distance of 7.5 m from the first road lane axis and in 1,2 m height from the ground, approximately in the
same level as the there is human’s ear in the street. In order to avoid noise reflection from the building walls, the
measurement was made not less that 1 m from the building facades [2]. The results of the survey were compared with
the norms of the Lithuanian Hygiene standard HN 33-2007 [2]. Marginal noise levels Lday, Levening were used to
estimate the noise cartographer results in the surrounding environment (urban and public areas).

The example of the results of one measurement in one of the main crossroads in Panevézys - Basanaviciaus str.
—Vilniaus str. isshown in Fig.2. This crossroad isin the central part of the town and joins two Lithuanian road arterials
A9and A2

Noise level dBA

——Noiselevel dBA (Fast)
——Margina noise level Lday 66 dBA
—Average noise level 66,56 dBA (Fast)

Fig.2. Theresults of thenoise level in the crossroad of Basanaviciaus str. — Vilniaus str. (Friday 7.00)
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The noise level was measured in Basanaviciaus str. — Vilniaus str. crossroad on Friday at 7:00. At daytime the
reciprocal noise level Lday 66 dBA exceeded the hygiene norms HN 33-2007 for 3-12.6 dBA [2]. This exceeded noise
norms were made mainly by the public buses with diesel engines. At thistime the traffic flow intendty is not big, but
the average noise level exceeded the hygiene Lday normsfor 0,56 dBA.

During the survey the noise level was estimated in all mentioned crossroads of the town. The results are shown
in Fig. 3-5. In the given diagrams it can be seen what crossroads are the noisiest at the different time of the day.

The result comparison of the noise level survey in four different crossroads is shown in Fig. 3. According to
the diagram it can be seen that the biggest noise level on Tuesday and Friday morning was in the Klaipédos str. —
Nemuno str. crossroad — 71.3 and 72.5 dBA, what exceeded the standard of hygiene norms HN 33: 2007 for 8 per cent.

Theresults of the noiseleve survey in four crossroads on Friday and Saturday daytime are shown in Fig. 4 and

comparing them with the normative value Lday it is seen that they exceed it from 5to 17 per cent on Friday and from 1
to 4 per cent on Saturday.

2 Normative vaue 66 dBA
72,5

70,28

Noiselevel, dBA

o
S

55

Tuesday 7.00-8.00 h. Friday 7.00-800 h.
wBasanaviciaus str.—Vilniaus str. crossroad sKla pedos str.—Nemuno str. crossroad

uParko str—Nemuno str. crossroad SPusal oto str—Kerbedzio roundabout

Fig. 3. The results of the noise level in the crossroads in Panevézys during the morning rush hours on Tuesday and
Friday

71,26 Normétive vaue 66 dBA
68,14 68,08

69.94 602 69.78

66,26 Sl

Noise level, dBA

Friday 16.00-18.00 h. Saturday 16.00-18.00 h.

u Basanaviciaus str.—Vilniaus str. crossroad
® Klaipédos str—Nemuno str. crossroad
 Parko str.—Nemuno str. crossroad

¥ Pusaloto str.—K erbedzio roundabout

Fig. 4. The results of the noise level in the crossroads in Panevézys during the evening rush hours on Friday and
Saturday

Noise level dBA

Morning Day Evening

mBasanaviciaus str.—Vilniaus str. crossroad —— Margina noise levels: Lday

EK laipédos str—Nemuno str. crossroad Eﬁ dBA; 66 dBA
wParko str—Nemuno str. crossroad evening

Epusaloto str.—K erbedzio roundabout

Fig. 5. Theresults of the noise level in the crossroads in Panevézys during the daytime
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During the daytime (16:00 — 18:00) the noise level in all crossroads is the same. At this time transport flow is

the samein al crossroads. A big flow of trucks, lorries, trackers go in Pusaloto str. — S. Kerbedzio str. — Nemuno str.
roundabout. They make even bigger noise pollution going on bumpy road surface. In the evening time (19:00 — 20:00) a
flow in this roundabout decreases to 250 cargh, therefore the noise level does not exceed the limitation of hygiene
standards.

4.

The Means of Noise Reduction

Three possible ways of noise reduction are following:

- reduction of noise level near its source: engine, friction of wheels and road surface;
- separation of noise source from itsimpact zone by noise-spread barriers;
- reduction of resolved noise in the particular place.

The main means of noise reduction:

- the standards of car pollution and emission;

- planning (for example, to design housing devel opment further from the high level noise zones);
- facility means (noise barriers, tunnels, isolation, etc.);

- operative procedures (speed reduction, usage of quieter equipment, etc.);

- research and new technol ogies;

- information and teaching [3].

5.

1

Conclusions

Having estimated the results of the survey on noise pollution level in four biggest crossroads of Panevézys it can be
claimed that the most polluted crossroads are Basanaviciaus str. — Vilniaus str. and Klaipédos str. — Nemuno str. The
noise level in these crossroads exceeds the noise norms for 8 — 18 per cent.

During the survey the noise level has changed from 66.56 to 72.5 dBA in the morning, from 66.26 to 71.26 dBA in
the afternoon, and from 60.18 to 71.44 dBA in the evening. Maximum noise level was from 81 to 89 dBA.

In order to decrease the noise level some mean should be applied. The most popular and useful are smooth and
isolated noise composite walls or screens, often used plantations and dikes, however they cannot be used in the
centre of the town, because they restrain the visibility and make road safety problems. The most efficient mean in
such crossroads is traffic control — the evaluation of traffic flows and the change of traffic light regulation cycles.
Most of the means to decrease the noise cannot be implemented at once, because they need much time and
resources.
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Abstract

In-depth knowledge of scanning probe microscopy (SPM) dynamics is necessary when interpreting obtained images
and especially when the sources of artifacts are to be identified. The aim of this research was to build and test the
dynamic model of SPM electromechanical system. For smplicity reasons only atomic force microscopy (AFM) contact
mode dynamics was explored. Experimental validation of the model has shown the necessity of including additiona
components to the model description.

KEY WORDS: scanning microscope, €l ectromechanical system dynamics, model of the cantilever.

1. Introduction

Atomic force microscopy (AFM) is a class scanning probe microscopy (SPM) and is applied in a variety of
surface studies including atomic scale friction [1], eadticity [2] and surface forces [3]. However, this technique is
mainly used for high resolution surface topography imaging. The imaging process is based on the AFM tip, having
curvature radius of tens to few nanometers, deflection monitoring. The tip deflection is caused by its interaction with
the surface; typically imaging is done under conditions that minimize the force between thetip and the surface atoms.

One of the drawbacks of AFM imaging is limited imaging speed, which typically is slower than one frame per
several minutes. Thisis caused by multiple dynamic factors, related to the sensory part of an AFM and a so to the data
transfer and processing capabilities. Attempts to increase the scanning speed inevitably leads to impaired image quality
and dynamic errors-induced artifacts. Moreover, different surface properties require different scanning strategies, which
are not obvious until several try and mistake attempts are made. All this still prevents AFM technique from being
widely used for quaity assurance and parameter control in industry, keeping this technique solely suitable for research.

In this work we aimed creating and exploring the computer model of AFM sensory part and use it to predict
limiting factors of selected imaging mode.

2. Description of a Simulink M odel

The sensor part of AFM dectromechanical system, most affecting the image quality, is subjected by the
following forces: cantilever spring force, friction force, inertia and the force of interaction with the sample;
F +F

+F =F(2) (1)

inertia spring friction
The simplest approach, which nevertheless leads to a realistic description of most tip movements, is to start

with Newton’s equation of motion [2, 4]:

d’z  dz
m— +g—+kz=F(z 2
et (2) )

where m — the effective mass of the cantilever; k — the spring congtant of the cantilever, and g =2,/k/m - the

dissipation term.
Linear second order differential equation iswritten as[5]:

2
E+2an%+wﬁ

2 z=w? X ©)

where w, =+k/m isthe undamped angular frequency of the cantilever and x isa constant called the damping ratio.
The transfer function of (3) is[5]:
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Z(s) _ w2,

X(s) s +2xw,s+w2,

(4)

From (1), (2), (3) and (4), we obtain the transfer function, from which a model of Matlab/Simulink model was

created (Fig. 1).
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Fig. 1. Simulink model of the cantilever movement
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Fig. 2. Simulation of profile scan: 1—ideal surface image, 2 — the obtained image

Rectangular 5 ms 1 nm hight pulses simulate the ideal surface profile. Coefficients were obtained by the
manufacturers data available on the Nanosurf EasyScan 2 SPM, working with CONTR cantilever. Coefficients
obtained for a contact mode have following values: spring constant k = 0.2 N/m, width, thickness and length: 50 pm,
2 um and 450 um. On the Fig. 2 the system output is compared with an input. Dynamic errors can be explicitly
observed.

3. Comparision of Experimental Data with M odel Output

For experimental validation of developed model we prepared a sample with 1 um hight periodic (50 pm
period) polymer (PMMA) features over the silicon substrate. The features were fabricated using electron beam
lithography. Such a features were chosen for maximum controlability and adeguacy with simulated conditions. For
experiments we choosed the monocrystal silicon cantilever with the tip radius of 10 nm. Cantilever dimensions: width,
thickness and length: 50 um, 2 um and 450 um. For better representation of the sensory part dynamics the duration of
the single line scan was variated from 0.1 sto 1.5 swith 0.1 swith constant scanning distance of 75 um. Then the single
line scan duration was re-calculated to the scanning speed by dividing scanning distance by the single line scan
duration. To obtain additional information about the interaction between the surface and the cantilever tip, contact force
was varied from 10 nN to 40 nN in 10 nN increments.

In Fig. 3 the single line scans obtained at 750 um/s speed within described conditions are shown. It can be
observed that higher surface-tip interaction force give more adequate profile of the scan. Decreasing of the interaction
causes false information, to be evaluated as artifacts to appear. For example, the valley at 50 — 60 um is not anymore
represented by the scan data, if the tip-surface interaction forceis decreased to 10 nN.
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1] 15 30 45 G0 75

Fig. 3 Single line AFM scan of 1 um high periodic (50 pm) PMMA structure obtained by 750 pm/s scanning speed
and different surface-tip interaction forces. Thick solid line; 10 nN; points: 20 nN; dashed line: 30 nN; thin line;
40 nN.

When compared described experimental data with simulation results presented in Fig. 2, it can be seen that
trangitiona rise to maximum process of 4.5 ms obtained during Smulation is not far from the corresponding value
obtained experimentally, which can be estimated within the range of 6 to 7 ms.

4, Conclusions

Output of developed Simulink model of the AFM sensory part essentially represents the tip-surface interaction
dynamics, which was confirmed by experimental data. However the update of the system modd, introducing additional
system components such as surface-tip interaction and more detailed sensory part mechanics simulation is needed to
make present model more representatives when taking in to account more variables of tip-surface interaction. Thisisto
be done within the next stages of thiswork.
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Abstract

The paper is aimed to analyse the application of several scientific approaches, methods, and principles for evaluation of
quality of learning objects for Mathematics subject. The authors anayse the following approaches to minimise
subjectivity level in expert evaluation of the quality of learning objects, namely: (1) principles of multiple criteria
decision analysis for identification of quality criteria, (2) technological quality criteria classification principle, (3) fuzzy
group decision making theory to obtain eval uation measures, (4) normalisation requirement for criteria weights, and (5)
scalarisation method for learning objects quality optimisation. The applied approaches have been used practically for
evaluation of learning objects while implementing European Lifelong Learning programme’'s eQNet project in
Lithuanian comprehensive schools in winter and spring 2010.

KEY WORDS: learning object, multiple criteria decison analyss, optimisation methods, expert evaluation, quality
criteria.

1. Introduction

eQNet is a three-year (September 2009-2012) Comenius Multilateral Network [3] funded under the European
Commission’s Lifelong Learning programme. The project is coordinated by European Schoolnet (EUN) and involves 9
Ministries of Education or agencies nominated to act of their behalf. The primary aim is to improve the quality of
learning objects (LOs) in European Schoolnet’s Learning Resource Exchange (LRE) [8] which currently offers aimost
130,000 LOs and assets from over 25 providers. As a pan-European service, the LRE particularly seeksto identify LOs
that “travel well” (i.e, reusable) across national borders and can be used in a cultural and linguistic context different
from the one in which they were created [3].

eQNet will do this by establishing a network consisting of researchers, policy makers and practitioners
(teachers) that will develop and apply “travel well” quality criteria to both existing LRE content as well as that to be
selected in future from national repositories. The vision driving the LRE is that a significant percentage of high quality
LOs developed in different countries, in different languages and to meet the needs of different curricula can be re-used
at European level.

eQNet will provide a forum for joint reflection and co-operation related to the exchange and re-use of
educational content and allow network members to: (1) better share information and expertise particularly related to
“travel well” qudlity criteria (pedagogical, technical and intellectual property rights (IPR) factors); (2) develop new
frameworks to improve the quality of LOs and metadata in both national repositories and the LRE, including the
growing volume of user-generated content and metadata, as well as to improve the multilinguality of LRE content as a
result of the trandation of metadata, making use, where appropriate, of automatic metadata trandation approaches and
technologies; (3) enable schoolsto participate in a Community of Practice related to the use LOs at European level.

Major results will include: the development of “travel well” quality criteria to more easily identify LOs with
the potential for cross-border use (thiswork package is coordinated by Lithuanian partner, in particular by the author of
the paper); the practical application by teachers of these criteria to >3,500 LOs in the LRE; ‘showcases' of the best of
these LOs in a “travel well” section of the LRE portal; where necessary, the enrichment of selected LOs with new or
better metadata; a Community of Practice for teachers around these LOs [3].

2. Methodol ogy of the Resear ch

One of the main features achieving the high LOs effectiveness and efficiency level is LOs reusability. The
need for reusability of LOs has at least three elements: (1) interoperability: LO is interoperable and can be used in
different platforms; (2) flexibility in terms of pedagogic situations: LO can fit into a variety of pedagogic situations, and
(3) modifiahility to suit a particular teacher’s or student’s needs: LO can be made more appropriate to a pedagogic
situation by modifying it to suit a particular teacher’s or student’ s needs [4].

Reusability of LOs (or their ability to “travel well” between different contexts and education systems) is
considered by the authors as a part of the overall quality of LOs. This means that any high quality LO has some
reusability level (or potential to “travel well”), but this does not mean that any reusable LO is quality one.
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The main problem analysed in the paper is how to establish (1) a ‘proper’ set of LOs “travel wel” quality
evaluation criteria which should reflect the objective scientific principles of construction amodel (criteriatree) for LOs
“travel well” quality evaluation, and aso (2) a‘proper’ method for evaluation of LOs quality.

Expert evaluation is referred here as the multiple criteria evaluation of LOs aimed at sdlection of the best
aternatives (i.e.,, LOs) based on score-ranking results [6]. If the set of decision alternatives (LOs) is assumed to be
predefined, fixed and finite, then the decision problem isto choose the optimal aternative or, maybe, to rank them. But
usualy the experts have to deal with the problem of optima decision in the multiple criteria situation where the
objectives are often conflicting. In this case, an optimal decision is the one that maximises the expert’s utility. These
principles of identification of quality evaluation criteria have been analysed in multiple criteria decision anaysis
(MCDA) theory related research works, eg., [2].

Evaluation of LOs quality isatypical case where the criteriaare conflicting, i.e., LOs could be very qualitative
againgt several criteria, and not qualitative againgt the other ones, and vice versa. Therefore, the authors propose to use
MCDA approach for creation of LOs quality evaluation model and method.

LOs multiple criteria evaluation method is referred here as the experts’ additive utility function represented by
formula (1) below including LOs evaluation criteria, their ratings (values) and weights [6]. This method is well-known
in the theory of optimisation methods and is named “scalarisation method”. A possible decision here could be to
transform multi-criteria task into one-criterion task obtained by adding all criteriatogether with their weights. It isvalid
from the point of view of the optimisation theory, and a special theorem exists for this case [6].

Therefore, here we have the experts' additive utility function:

f(X)=q af(X); ga=1 a>0 D)
i=1 i=1

where f;(X)) istherating (i.e., non-fuzzy value) of the criterion i for the each of the examined LOs alternatives X;. The
weights here should be ‘normalised’ according to the ‘normalisation’ requirement

Ja=1 a>0 )

i=1

The major isthe meaning of the utility function (1) the better LOs meet the quality requirementsin comparison
with theideal (i.e., 100%) quality.

3. Literature Analysis and Resear ch Results

This section is aimed (1) to apply the aforementioned scientific approaches to propose a suitable scientific
model and method for evaluation of quality of LOs, and (2) to present experimenta evaluation results.

3.1. Learning Objects Quality Evaluation M odel

The following principles of identification of quality evaluation criteria are relevant to all MCDA approaches:
(1) value relevance; (2) understandability; (3) measurability; (4) non-redundancy; (5) judgmental independence; (6)
balancing compl eteness and conciseness; (7) operationality; (8) smplicity versus complexity [2].

On the other hand, according to the technological quality criteria classification principle, we can divide
technological qudity criteriainto ‘internal quality’ and ‘quality in use’ criteria of the educational software such as LOs.
‘Internal quality’ is a descriptive characteristic that describes the quality of software independently from any particular
context of itsuse, while‘quality in use' is evaluative characteristic of software obtained by making a judgment based on
criteria that determine the worthiness of software for a particular project. Any LOs quality evaluation model (set of
criteria) should provide the experts (decision makers) the clear ingrumentality who (i.e., what kind of experts) should
analyse what kind of LOs quality criteria in order to select the best LOs suitable for their needs. According to
aforementioned principle, ‘internal quality’ criteria should be mainly the area of interest of the software engineers, and
‘quality in use' criteria should be mostly analysed by the programmers and users taking into account the users' feedback
on the usability of software [6].

The authors have applied these two principles in their papers [5], [6] on technological evaluation of the
learning software, and thus have identified a number of LOs technological quality evaluation criteria presented in the
technological part of the LOs quality evaluation model presented in Fig. 1.

On the other hand, the authors have analysed a number of existing models (sets of quality evaluation criteria)
for evaluation of pedagogical quality of LOs, eg., [1], [7], [9], [10], and [12]. The suitable criteria based on MCDA
principles [2] are: (1) interactivity, strong visual structure (animations, images and short videos are travelling best); (2)
language independence or low language dependence (easily trandatable) or multilingudity; (3) ease of use,
intuitiveness. Intellectual property rights (IPR) criterion should also be considered here [5].
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Therefore, the authors propose to construct the LOs quality evaluation model (see Fig. 1) based on the
literature analysis, MCDA principles of identification of quality evaluation criteria, and technological quality criteria
classification principle.

3.2. Learning Objects Quality Evaluation Method

The widely used measurement criteria of the decision attributes quality are mainly qualitative and subjective.
Decisions in this context are often expressed in natural language, and evaluators are unable to assign exact numerica
values to the different criteria. Assessment can be often performed by linguistic variables: ‘bad’, ‘poor’, ‘fair’, ‘good’
and ‘excellent’. These values are imprecise and uncertain: they are commonly called ‘fuzzy values'. Integrating these
different judgments to obtain afinal evaluation isnot evident. Therefore, the authors have proposed to use fuzzy group
decision making theory to obtain fina assessment measures[11]. Linguigtic variables conversion into non-fuzzy values
of the evaluation criteriais as follows: ‘ excellent’=0.850; ‘ good‘ =0.675; ‘fair’ =0.500; ‘ poor’ =0.325; ‘ bad’=0.150 [6].

The weight of the evaluation criterion reflects the experts opinion on the criterion’s importance level in
comparison with the other criteria for the particular needs. For example, for the most simple (generd) case, when al
LOs evaluation criteria are of equal importance (i.e., we pay no especial atention to LOs reusability criteria), the
experts could consider the equal weights ai = 0.125 according to the normalisation requirement (2). But if we pay
especia attention to LOs reusability criteria, we can, e.g., consider the increased weights for the 1st and 6th LOs quality
evaluation criteria (see Fig. 1 and Table 1), because these criteria deal with LOs reusability mostly. In this case these
increased weights could be, e.g., twice higher in comparison with the other ones — 0.2, and all other criteria weights
according to normalisation requirement (2) should be equal 0.1.

Lithuanian Mathematics expert teacher (the co-author of the paper) has applied the presented eval uation model
and method in eQNet project (see Table 1). A number of probably qualitative reusable LOs have been identified in
Lithuanian LOs repositories and evaluated againg the aforementioned model and method (see formula (1). There are
three examples of these LOs presented in Table 1:

LO1: “Coordinate Method” (available online a <http://mkp.emokykla.lt/imo/lt/mo/250/>);
LO2: “Polygon area” (available online at <http://mkp.emokyklalt/imo/lt/mo/431/>);
LO3: “Interval Method” (available online at <http://mkp.emokykla.[t/imo/lt/mo/316/>).
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Tablel
Results of experimental evaluation of LOs general quality (g) and “travel well” quality (twq)

LOs evaluation criteria MO.q | MO.,g | MOzq | MOstwq | MOstwq | MOstwq
Technological criteria
1. Technological reusability 0.675 | 0.850 | 0.675 | 0.1350 | 0.1700 | 0.1350
2. Design and usabhility 0.675 | 0.850 | 0.850 | 0.0675 | 0.0850 | 0.0850
3. Working stahility 0.675 | 0.500 | 0.675 | 0.0675 | 0.0500 | 0.0675
4. Architecture 0.675 | 0.500 | 0.500 | 0.0675 | 0.0500 | 0.0500
Pedagogical criteria:
5. Interactivity level 0.850 | 0.500 | 0.325 | 0.0850 | 0.0500 | 0.0325
6. Language independence 0.675 | 0.850 | 0.325 | 0.1350 | 0.1700 | 0.0650
7. Ease of usg, intuitiveness 0.850 | 0.850 | 0.500 | 0.0850 | 0.0850 | 0.0500
IPR criteria
8. Open licence, cost 0.850 | 0.850 | 0.850 | 0.0850 | 0.0850 | 0.0850
Evaluation results: 0.7406 | 0.7188 | 0.5875 | 0.7275 | 0.7450 | 0.5700

These results mean that LO1 meets 74.06% general quality (q) in comparison with the ideal, LO2 — 71.88%,
and LO3 — 58.75%. They also mean that LO1 meets 72.75% “travel well” quality (twq) in comparison with the ideal,
LO2 — 74.50%, and LO3 — 57.00%. Therefore, LOL is the best aternative (among the evaluated) from generd quality
point of view, but LO2 isthe best from “travel well” quality point of view.

4, Conclusion and Recommendations

The presented research results show that MCDA approach-based L Os evaluation model presented in Fig. 1 and
method represented by formula (1) are applicable in real life situations when education ingtitutions have to decide on
purchase of LOs for their education needs in the market. The proposed approaches are quite objective, exact and smply
to use for choosing the qualitative LOs alternatives.

On the other hand, the proposed LOs “travel well” quality evaluation approach is applicable for the aims of
eQNet project in order to select “travel well” LOs from LRE or elsewhere to use them in the other education contexts
and countries.
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Abstract

The paper generally raises the aspects of the validity of investment in highwayt infrastructure devel opment in terms of
socio- economic point of view. The pilot anaysis based on modern assumptions as well as empirical data allowed to
state that travel costs change as the initial generator of socio-economic effects in the result of highway infrastructure
development might be questioned.

KEY WORDS: highway, infrastructure, development, socio-economic, travel time, costs.

1. Introduction

The linkage between transport and economy itself is a highly contentious issue which has generated
considerable debate and an abundant in scientific literature. Thereis firmly-held belief among paliticians that investment
in trangport infrastructure contributes to large economic effects, however this belief is not borne out by academic analysis
which wood seem to indicate that theimpact of this type of investment remains limited. The channe s and mechanisms by
which improvements in transport network generates economic effects is still a “black box” despite the fact that experts
agree on the initia impulse of the impacts causing impulse — change in travel costs. To begin the analysis of public
investments, infrastructure and soci o-economic devel opment is a literature survey that focuses on how public investments
in water, sawer, highway or mass transportation lead to economic growth; which economic sectors rey on various
infragtructure systems; and what other factors are needed to complement. However, practice show, that a single type of
infrastructure is unlikely to induce widespread private investment without the others. The detailed literature review [1, 2,
3, 4] dlows to dtate, that inadequate infragtructure can deter investments when public works suffer from deferred
maintenance or are used significantly over capacity. Intensive state invement in large-scale objects must be well
substantiated for public resources are limited. Thus, transparent decision-choice funding of projects or programs must be
gtrictly prioritized seeking to allocate the resources optimally. State mugt intervene into the economy only in case when a
market failure can not be removed by other, less competition digtortive measures. Public support should be an appropriate
policy tool to align the interests of many groups of interest. The prevalence of unsatisfactory public systems may
contribute to disinvestment, discourage local expansions and lead to a genera climate of economic decline. Ironically, a
vibrant economy, as we have seen in thisregion over the past decade, places unexpected stress on infrastructure systems.
If maintenanceis deferred during "boom" years, costly investments to upgrade a deteriorating public capital plant may be
required whilethe economy is stagnating in order to prevent along term decline[1].

So the objective of the article is to overlook the main effects generated by highway networks and empirically
test if the initial impuls generate the impact sprawl. The theoretical arguments linking transportation infrastructure and
economic devel opment possesses both logical and intuitive appeal based on systematic comparative and logical analysis.

2. Investigation of Interaction between Highway I nfrastructur e Development and Socio-Economic Effects:
Literature Review

The beginnings of analysis into theimpact of transport infrastructure on economic development are consdered to
be an academic discussion on the quantitative assessment of the impact initiated by USA scientistsin 1950s. The pioneers
in analyzing the impact of trangport infrastructure on economic devel opment and growth are A. Hirschman (1958) and H.
Mohring (1961); individual aspects of the issue were a so investigated by P.Rosenstein-Rodan (1961). Until the beginning
of 1970s, rather little attention was paid to topic and it was researched under other economic and managerial issues
narrowly and in a generalized way. The essentia change in this attitude was scientific works published in 1980s,
introducing methodological principles to assess the impact of transport infrastructure on economic development and
regional regeneration. The works a so emphasi zed the sgnificance of roads or highways on economic now [3-12].

The topic of the significance of transport infrastructure as the whole in socio-economic environment was
escalated in scientific literature when the European Union garted to form the Trans-European Transport Network
(TEN-Tr.). The development of the corridors was evaluated as one of the factors that guarantee competitiveness and
economic advance of countries. The issues of variety and quality of services of transport infrastructure and purposeful
dtate intervention spheres when choosing and adapting efficient models of infrastructure devel opment were especially
emphasized. However, exclusively the impact highway has not been virtualy analyzed in scientific studies using the
methods of cost-benefit analysis, modified production function approach and correation-regression analysis was
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assessed in genera terms [6-20]. While the need to justify investments into transport infrastructure developed in
Europe, Asia and Africa was increasing, scientific literature started to pay more attention to the impact of exploitable
transport infrastructure on economic growth mechanism. The analysis of the phenomenon, however, is ill narrow,
fragmentary, focusing on the aims of specialized studies that the authors perform. The organization of studies suffers
from the lack of more general criteria of the anayzed impact anaysis and assessment. There is a need for a more
methodologically grounded model that would integrate the complex analysis of the impact of road ors highways
infrastructure that would enable to distinguish the study principles of the analyzed impact as established in terms of
travel cost change. Present experience of expertsisto be treated rudiment.

Many economists agree [2-15] that transport infrastructure generaly generate large developmental payoffs
throughout society. However, as the authors of the paper noticed, how those effects come about is not readily
understood. Variables such as the state of the transportation network, the region’s stage of economic devel opment, the
competitive structure of the region’s markets, and technological and inditutiona changes in transportation,
communication, and production systems all affect improvements and the changes they generate, as well as how the
overall economy responds. As these contexts vary, so do underlying forces of change, and the consequent social and
economic effects, as it was noticed. Taking into account that the criteria of possible classification of the effects in the
academic press are still equivocal, that authors of the paper suggest to accept the following presented bel ow.

Tablel
Effects Highway infrastructure devel opment
Over time
Short term elr Long Term elr Very long term
Reduction of congestion Local and regiona growth Promotion of globalization processes
Risein demand and firm’s output Export expansion Global distribution and production
Logistical reorganization Entry and exit of firms Global flows of goods, services,
Consumer Surplus Regional/national integration capital and knowledge
Gain in productivity Structural effects
Opening greater markets
2. Geographic

L ocal Regional National/Supranational
Growing specidization of firms Expansion of markets Growing output
Reducing the monopoly power Growing competitiveness Growing employment rates
Changes in prices of products and | Growing migration Expanson of import
production factors Formation of clusters Social and economic cohesion

Expansion of interregional
relationship
3. Benefit getters
Infrastructure user Third party involved General public

Consumer surplus Ground rent Network forming function
Greater accessibility Lower priced consumer goods Crestion ties between regions
Economies of scale Greater supply of goods Lower concentration in towns
Places of work Stimulation of consumption Raising therate of innovation
Wide market with many niches Fulfilling basic needs
Income(from fares, user Growing economic welfare
remuneration)

Analyzing the academic literature, the authors of the paper may conclude, that efforts to establish the sequence
and the causing relationship between the infrastructure and economic performance or social bust must be impelled. For
the sake of empirica adequacy of modeling the mechanism enabling understand the impact of the developed highway
infrastructure on socio-economic environment, authors present one more significant detail, often discussed in most of
the studies examined. Seeking to determine the impact sprawl and present more defined manner, we do recommend
separate the direct and indirect effects. As most of experts conclude, direct network effects (reduced travel times,
improved capacity of network, improved connectivity, and increased activity of network users) relate to changes in
demand over links and/or modes that arise on the network. The indirect network effects (sustainable transport, regional
development) are connected to strategic policy objectives on regional development, land-use and sustainable transport
are also referred to as spill over effects. The principal interaction between the two is presented in the Fig. 1, which is
explained in detail in the next chapter of the paper.

3. The Mechanism of the Impact Sprawl
Thefact that there is no compromise on the economic benefits arising from well devel oped trangport networks,

because of the practical difficulty made by transport-usng firms can generate economy-wide adjustments and
redistributions over thelong run.
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Fig. 1. Interrelationship between transport infrastructure devel opment and soci o-economic performance

Typica highway infrastructure improvements reduce effective distances between origins and destinations by
reducing congestion, thereby lowering travel times. Travelers gain directly from travel time savings and lowered
vehicle-operating costs. Companies enjoy direct efficiency gains from cheaper and more reliable freight services and
reduced assembly and delivery costs. Cheaper and better transportation services provide incentives for firms to
reorganize and reduce their inventories, sometimes to just-in-time levels. The advantages of scale economies occur as
firms consolidate production and distribution sites and increase outputs. Assessments of short-term effects from
improved transportation typically focus on benefits to and adjustments in transport-providing firms, but the changes
made by transport-using firms can generate economy-wide adjustments and redistributions over thelong run.

As the improvements lower costs and increase accessibility among various market actors (input suppliers,
labor, and customers), market expansion and integration follow. The economy is constantly being restructured as firms
enter and leave, making for leaner production processes, lower production costs, and higher productivity. Third,
lowered transport costs and increased accessibility enlarge markets for labor and other inputs. Firms are able to draw
labor from broader areas and with wider ranges of attributes, improving labor supply and lowering its costs. Similar
effects occur when transport improvements open up new land for economic activities. Cumulating processes reinforce
the clustering, and regiona specialization devel ops.

Sustained transportation improvements can also lead to major shifts in technology, new production structures,
adual gructural shift: anew social and technical environment or a new set of economic opportunities emerges, and the
pattern of relationships between the environment and social actors changes. Improvements in transport technology and
infrastructure have promoted major structural changes in national economies. They continue to facilitate globalization
processes in contemporary times, much as they did in earlier eras, lead to major shifts in technology, new production
structures, and a dual structural shift: a new social and technical environment or a new set of economic opportunities
emerges, and the pattern of relationships between the environment and socia actor’s changes. Improvements in
transport technology and infrastructure have promoted major structural changes in national economies and regional
regeneration. However, the question arises does this mechanism works in practice? At present the trangport economists
in Denmark [21] work on the validation of the initial part of the model presented in Fig. 1. The investigation of so
popular attitude among the politician concerning direct impact of the devel oped transport networks on one of the major
elements of transport costs — travel time — still remains in controversy. The problem of substantiation of federal
investment in highway infrastructure hoping reduce travel times and initiate the above analyzed processes arises as an
open ground for the scientific discussion. Deeper economic analysis of the authors based on the transport corridor I,
presented in the following chapter allows to state that cost-benefit analysis in not sufficient instrument for the effect
evaluation.
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4. Travel Time Changesin the Result of Highway I nfrastr uctur e Development: Empirical Evidence

Aiming to reveal whether the highways infrastructure improvement significantly affect travel time changes and
generate the theoretical effects described in former chapters of the paper, the anaysis of the changes of the devel opment
of the 1% European transport corridor Via Baltica was performed. The investigation was based on the data of Lithuanian
Transport and Road Research Ingtitute and Lithuanian Department of Statistics in the year 2004 — 2008. The results of
theresearch are summarized in the Table 2.

Table2
Travel time saving of private travelers

Variable Vaue Variable Vaue Variable Vaue
1. Average number of cars 2. Commuting 3. Travel time economy
1.1. Average number of transport
meansin the fleet, cars/day
1.2. Average number of carsin 64 2.2. Average number of 6716 3.2. Average travel time economy
the fleet, percent cars cars/day hours/ day
1.3. Average number of cars . 3.3. Travd time economy of the
meanagi n the flegt, cardday 6716 2.3. Commuting by cars | 3962 commuting by cars, );lours/days

10493 2.1. Commuting percent 59 3.1. Trave time economy, percent | 4.5

66

38.9

To this end, basing on the analysis of traffic flow patternsin the corridor, it was found that average number of
cars per single transport stream corridor (Table 2). It was found that in 2004 — 2008 corridor used by an average of 6
715 cars. Secondly it was determined the number of the commuting. Basing on the data presented by Lithuanian
Department of Statistics to the Government of the Republic of Lithuania about the structure of local tourism it was
carried out that 59 percent. Of the transport means are traveling on business purposes. It was found that development or
reinforcement of the corridors infrastructure decreased the travel duration 4.5 percent (Table 2). Commuting time
decreased 38.9 hours per day for al individua corridor users. While the daily time savings per vehicle, was not great.

The lack of data and limitations h of cost-benefit approach did not allowed determining the value of save travel
time of the private corridor users in monetary terms. To achieve this required accurate data on traffic structure, the
number of passenger car, destination, an average of different professions, peoples attitude or willingness to pay for
better transport conditions as well as aternatives to use the saved time. The terms of observation, questioning
techniques of the information received would provide a more complete, and in particular, received a minor indicator of
travel time savingsin economic terms. But the conclusion is clear —theimpact was not significant.

Investigating corridor reconstruction on business travel costs, it was determined that in 2004-2008 time savings
per day were also very low (Table 3).

Table 3
Travel time saving of business users
Variable Value Variable Value
1. Average number of business vehicles 2. Trave time economy
1.1. Average number of transport means, carsday 10493 2.1. Trave time economy, percent 4.5
1.2 ﬁ(\a/r%r:r%e number of busses, trucks and minivans, 27 2.2. Average travel time economy, hours/ day 66
1.3. Average number of business carsin the fleed, 2.3. Average travel time economy of business
2833 17.8
cars/day users, hours/ day

In the absence of better data, and the data presented in the Table 3 was under the assumption that business
traffic represents only trucks, buses and minibuses. The international freight traffic in the corridor, according the
Transport and Road Research Ingtitutes data, in this period amounted to 26 percent.

The pilot investigation of the phenomenon demonstrated that in the period 2004-2008 |¥ European transport
corridor road reconstruction allowed to obtain the travel time economy but in was not significant as most authors
declare. The investigation even of several fragments of so complex interaction between the highway infrastructure
development and possible spread of its effects in the socio-economic environment allows to state that the phenomenon
requires more in-depth, long-term and more specialized studies and allows to question the validity of huge investment
amounts in the projects that are not well substantiated firstly socially and economically as sustainable devel opment
issues.

3. Conclusions

The research has shown that highway infrastructure as aresearch subject is not sufficiently investigated.

This article advances several essential ideas. First, the economic effects of the infrastructure improvements
must be treated as significant benefits spreading in local, regional, national and supranationa dimensions. Second, these
economic outcomes vary according the state of the preexisting transport network, the state of economic and social
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development and finaly, competition in regions. This suggests that socio-economic assessments of highway
infrastructure development must incorporate a broader range of interrel ationships.

History teaches that sustained improvements in trangportation, going hand in hand with paralld improvementsin
information and production technol ogies and indtitutional structures, cause structural and devel opmental transformations.

Determining the overall impact of infrastructure development in academic press remains fraught with
uncertainty, so this paper has been focused on an analysis of some of the mechanism by which developed transport
infrastructure we insisted, contribute as catalyst to economic performance. The mechanism relate to good market, the
other — to labor market (the main “nodes’ of impact anayzed are considered to be labor and commodity markets, the
impact object — costs of the trip, the impact subjects — private persons and businesses).

Basing on the distinct principles of the cost-benefit analysis and using the data of Lithuanian Transport and
Road Research Ingtitute and Lithuanian Department of Statistics furthermore on restrictive assumptions, assessing the
possible impact of the 1% European transport corridor (Via Baltica) on Lithuanian socio-economic environment in terms
of travel cost change allowed to establish that in the period analyzed (2004-2008) improved quality of transport corridor
road infrastructure allowed business users and individuals save travel time but the impact was not significant.
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Abstract

The purpose of this reserach is to identify factors which have the most significant impact on the performance of the
split-platform automated storage/retrieval system. The effect of dwell point, input/output point location, storage and
retrieval policy, elevator control policy and rack type to performance measure - average total travel time of the storage
and retrieval transactions were investigated. Simulation modeling techniques and multi-factor ANOVA were used in
thisresearch. The best factor combinations for performance measure were identified.

KEY WORDS: split-platform automated storage/retrieval system, automatic warehouse, logistics, simulation, multi-
factor ANVOA.

1. Introduction

This paper analyses the split-platform automated storage and retrieval system (AS/RS), which is a reatively
new system compared to standard AS/RS [1]. In split-platform AS/RS system theload handling processis split between
vertically moving devator and horizontally moving shuttle, which operate independently from each other, while in
standard AS/RS, vertica and horizontal moves are performed by a single stacker crane. The standard AS/RS were
anaysed by many researches, but only a few papers can be found about analysis of split-platform systems|[2].

Some previous researches considered split-platform systems only for containers and pallets [3, 4]. In this
research the split-platform system handles smaller than the pallet loads and operates on perfect sequencing rules. The
perfect sequencing performs partia or none sequencing on the arriving loads, and uses a grict sequencing rule on the
leaving loads. the |oads enter system in any order, but they leave the system in strict specified order. In practice perfect
sequencing iswidely used in robotic palletizing systems where robots have to pick loads in specific order which cannot
be violated [5, 6]. The factor list which might affect the total travel time (TTT) of the load in the system was extended
compared to the previous research [ 7] and includes dwell point, input/output point location, storage and retrieval policy,
elevator control policy and rack type factors.

Analytical models for investigating AS/RS systems are only applicable to simple systems, which do not
include the large combination of control policies [8, 9, 10]. For complex system model development and anaysis,
simulation techniques have to be used [11]. Simulation modeling techniques and multi-factor ANOVA [12] were used
in thisresearch to identify the best factor combination for the performance measure. Therefore, for the simulation model
development and result analysis the Automod software [13] was integrated with the statigtical analysis software SPSS
[14].

2. System description

The purpose of the split-platform ASRS is to link warehouse bulk storage with functions like picking, order
assembly and sequencing. Fig.1 shows the investigated split-platform AS/RS.

——————————————————

{ Shuttle buffer }
conveyors | | Shuttles

i "System output
conveyors |

i Systeminput | ! Elevators ‘-----oooiooooood ]
conveyors T S

Fig.1. Split-platform AS/RS: a— side view; b — perspective front view
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The functionality of the system can be characterized by storage and retrieval operations. In this research, the
split-platform AS/RS operates on perfect sequencing rules.

For the storage operation, loads arrive to the system in any order from the other system in the warehouse and are
put to the input queue Q., before entering system input conveyors. If the required system input conveyor queue Qg has
enough remaining capacity, the load is put on the conveyor and travels to elevator, otherwise it staysin queue Q;,. At
the end of the system input conveyor load is assigned a destination level x using discrete uniform digtribution. If
required shuttle buffer conveyor queue Qnsi & theleved X, i =1, ..., 8 has enough remaining capacity, the load claims
elevator resource and waits for the pickup, otherwise, depending on the control logic, it either stays in queue Qg Or
looks for another destination level which has capacity available. Elevator picks up aload and transports it to destination
level x; . Elevator handles storage requests using FIFO rule. The load is put to the shuttle buffer conveyor queue Qinsxi
where it is assigned a destination rack location y; on level x using discrete uniform distribution, and claims shuttle
resource. Shuittle picks up the load and transportsiit to destination location y; and completes the storage operation.

During retrieval operation, a load is generated in space and put to the invisible output queue Qo, Whereit is
assigned a rack level x depending on the control logic, and rack location y; on level x using discrete uniform
distribution. The load is also assigned a unique increasing number label |, which is used as a sequencing criterion. If
the required shuttle buffer conveyor queue Qoussi has enough remaining capacity, the load is put to the rack and claims
the shuttle resource, otherwise it says in queue Qo . Shuttle picks up the loads using FIFO rule and transports to the
shuttle buffer conveyor, where loads are put in queue Qougqi and claim the elevator resource if system output conveyor
gueue Qoye has enough remaining capacity. Elevator handles retrieval requests in perfect sequence order: loads are
picked according to the their [abdl |, in increasing order Iy, 5, ..., Ik, lk+1, ... Elevator picks up aload and transports it
to the system output conveyor, where the loads are transported to the end of the conveyor and complete the retrieval
operation.

3. Smulation model

The simulation model of the split-platform AS/RS considered in this research has the following structure: 1
aide, 8 levels, 2 system input conveyors, 2 system output conveyors, 8 shuttle input buffer conveyors, 8 shuttle output
buffer conveyors, 2 elevators, 8 shuttles (1 per level) and rack with 960 storage locations. A simulation model was used
to estimate the tota travel time (TTT) of the load in the system with different equipment parameters, control algorithms
and loads input and output rates.

The simulation of the system was carried out using Automod simulation software. The Automod software
allows constructing models of any size and complexity that can be used for planning and design, for day-to-day
operations anaysis, and for controls development and testing. The built models are highly accurate and use three
dimensional true to scale virtua reality graphics.

Rack Qour Rack Qourshz
gﬁﬂ—»_’ . - . - z:_’ ozsm\
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Q: %% —_ - . - . - —»%:Ea; Q
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Xst Qn A~ DQ:D / E]] — _. . Ysir L . - -_’Qo tSH1 Qouiez YRLP
—.D:D\ InEZ\ dﬁ%—b—’ . —_ . —»ﬂ—»%ﬂ\ /
Qi
g~ —(E -
QInSHﬁ _’ —_— . — . _, - a
\ anSHﬂ _. . —_— . — | SHs _,‘jﬁsj’/
a b

Fig. 2. Modd flow diagram: a— storage operation; b —retrieval operation

Fig.2 shows a flow diagram of the split-platform AS/RS simulation model with the following parameters:
- Xsr and Xgr — average system input and output rates of 1oads (loads/h) - both interarrival times between loads have the
uniform distribution;

- Ysrr — time of the storage operation, s — thisis time interval from load entering queue Qi to being put to the rack
location (x;, ;);

- Yrrr —time of theretrieval operation, s—thisistime interval from creating aload retrieval request in the rack location
(%, y;) toleaving the system; TTT = Ysrr + Yy

- Qin —input queue with infinity capacity, where the storage |oad enters system;

- Qout — output queue with infinity capacity, where theretrieval load enters system;

- Qine — queues of size 10 before the elevator, where loadswait until being picked by the elevator, i = 1, 2;

- Qour — queues of size 10 after the eevator, where loads wait until they leave the system, i =1, 2;
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- E — elevator resource, which can achieve the maximum speed of 2 m/s and handles up to 2 storage or retrieval loads
at atime;

- Qinsni — queues of size 2 before the shuttle, whereloads wait until being picked by the shuttle, i =1, ..., §;

- Qoutsi — qQueues of size 2 after the shuttle, whereloads wait until they are picked by the devator,i =1, ..., §;

- SH; — shuttle resource, which can achieve the maximum speed of 2 m/s and handles 1 storage or retrieval request at a
time.

The accuracy of the simulation model developed in this research can be improved by adding more parameters to the
model such as transport equipment acceleration and deceleration, physical load storage in the rack, etc. In this paper,
only parameters which are significant to the total travel time of theload in the system are included.

The purpose of this research isto identify effect of five factors (X1_10 - I/O location, X2_DP - dwell point, X3 SR -
storage and retrieval policy, X4 RT —rack type and X5 _EC - eevator control policy) on the average total travel time
(TTT) of the storage and retrieval transactions.

Level | Level | output Level
8 8 BINIE] . 8
6 Output 6 6
5 p——» 1 S 1| 5 5
i — [ 4 4
Output 3 Input 3 3
. HE g 2 2 2
EEEE 1 1 — ooo 1
Input _ Input
b c

Fig. 3. I/O location factor levels

I/0O location factor (X1 _10) defines the position of the system input and output conveyors and has the following
levels: (1) bottom, co-located (Fig.3, a); (2) middle, co-located (Fig.3, b); (3) separated (Fig.3, c).
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Fig. 4. Dwdl point factor levels

Dwell point factor (X2_DP) defines the elevator and shuttle stopping positions when they become idle. The
following factor levels are considered in this research: (1) stay dwell (Fig.4, a) —the elevator and the shuttle stay idlein
the position of the last request completion until next request; (2) return to start (Fig.4, b) — the elevator returns to the
system input conveyor level and the shuttle to the front of the rack and stay there until next request; (3) return to middle
(Fig.4, ¢) — the eevator returns to the middle level and the shuttle to the middle of the rack and stay there until next
request.
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b c
Fig. 5. Storage/Retrieval factor levels (Note: labels on input loads refer storage level, on output loads — perfect

sequence label)

Storage/Retrieval factor (X3_SR) defines the storage and retrieval location selection strategies. The following
factor levels are considered in this research: (1) random — arriving loads are stored in any level and retrieved in perfect
sequence order from any random level (Fig.5, @); (2) paired round-robin — arriving loads are stored in a specific level
and two adjacent loads in the perfect sequence are retrieved from the same level (Fig.5, b); (3) round-robin - arriving
loads are stored in a specific level and two adjacent loads in the perfect sequence are retrieved from the adjacent levels
(Fig.5, ©).
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Fig. 6. Rack type factor levels

Rack type factor (X4_RT) defines the structure of the rack in the following levels: (1) single deep rack — each
rack position can store only 1 load (Fig.6, a); (3) double deep rack — each rack position can store up to 2 loads
(Fig.6, b); (3) 50% single deep and 50% double deep rack is a mixed type of rack. The double deep rack has the same
amount of storage locations as the single deep but it is 2 times shorter. However, 50% of the time the required 1oad will
be stored in the second position and blocked by the load in front. In such case the reshuffling is needed: the shuttle picks
the firg blocking load and transportsit to any empty rack location and then returnsto pick up the required load.

Elevator contral factor (X5 _EC) defines the elevator requests selection priorities and has the following levels:
(2) retrieval priority — elevator firstly looks for a retrieval request and secondly for the storage request; (2) storage
priority — is the opposite of the retrieval priority; (3) random priority — elevator selects between retrieval and storage
priorities randomly.

4. Experimental results

Results presented in this paper were generated by performing independent simulation runs with equal average
system input Xsr and output Xgr rates, Xsr = Xgr =1, where | T {400, 525, 550, ..., 575} loads/h, interarrival times
between loads have the uniform distribution, elevators run at speed Ve = 2 m/s, shuttles — Vgy = 2 m/s. The SPSS [14]
software was used for anaysis of simulation results and devel opment of multi-factor ANOVA models.

The Fisher-test (F-test) was applied to evaluate the significance of main factors effects X1 10, X2 DP,
X3 SR, X4 RT, X5 EC and factors interactions effects. The all significant factors and their interactions (p<0.05) for
input and output rates | =525, loads/h are presented in Table 1. To be able to interpret ANOVA results, the model
adequacy should be verified. Hypothesis about normality of residuals and homogeneity of variances were tested for all
models. Test results indicated that for all models, residuas are normally distributed and conditional variance of the
residuals is a constant (homoscedastic). The results for testing the normality of residuals for | =525, loads/h are
presented in Fig. 7 (Kolmogorov-Smirnov test, p > 0.05).

Tablel
ANOVA resultsfor total travel time (TTT), | =525, loads/h

Source Tgfg(;uarsém Mean Square F P-value.
Corrected Model 312237.8 1939.366 99.6 .000
I ntercept 23752063.1 23752063.1 1220932.4 .000
X1 10 10651.207 5325.6 273.7 ,000
X2 DP 6806.710 3403.3 174.9 .000
X3 SR 185955.837 185955.8 9558.7 .000
X4 RT 92866.503 46433.2 2386.8 .000
X5 EC 10116.619 5058.3 260.0 .000
X1 10* X2 DP 509.898 127.4 6.5 .000
X1 10* X4 RT 188.218 47.0 24 .048
X2 DP* X4 RT 446.846 111.7 5.7 .000
X3 SR* X4 RT 180.729 90.364 4.6 .010
X1 10* X5 EC 809.833 202.458 10.4 .000
X2 DP* X5 EC 454.328 113.582 5.8 .000
X1 10* X2 DP* X5 EC 387.477 48.435 24 .012
X4 RT* X5 EC 728.035 182.009 9.3 .000

Table 1 shows that p < 0.05 for dl the main effects X1 10, X2 _DP, X3 SR, X4 RT and X5 _EC. It should be
noted that all main factors are significant, but the most significant factors that affects mean of response TTT are X3_SR
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and X4 _RT, because they have the largest F-value. Similar results were obtained for the other input and output rates
considered in thisresearch.

2504
f One-Sample Kolmogorov-Smirnov Test
ZRE_1
N 648
160 Normal Parameters 2P Mean ,0000
gr. Std. Deviation ,86669
£ Most Extreme Absolute ,033
100 Differences Positive ,033
Negative -,022
5o Kolmogorov-Smirnov Z ,834
Asymp. Sig. (2-tailed) ,490
: : : . . : a. Test distribution is Normal.
- - Standa:j?zed Residuilﬂnfor TTT e o b. Calculated from data.
Fig. 7. Results of testing normality of residuals| = 525, loads'h
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Fig. 8. X1 |0 and X5_EC interaction effects Fig. 9. X1 |0 and X2_DP interaction effects

Interaction occurs when effects of one factor vary according to levels of the other factor. Fig.8-9 show

X1 10*X5 EC and X1_10*X2_DP interactions effects. According to theresultsin Table 1, seven two-way interactions
X1 10*X2 DP, X1 I0*X4 RT, X2 DP*X4 RT, X3 SR*X4 RT, X1 |0*X5 EC, X2 DP*X5 EC, X4 RT*X5 EC
are significant (p<0.05) and only one three-way interaction X1 10 * X2 DP* X5 EC are significant for the TTT. The
four-way and five-way interactions are not significant.

250+

225

+
1
fh

1754

95% CITTT

150

T T T T T T T T T T T T T T T T T
Trs s 7oy %Dy M3 3 s <7 ‘3-.-9 . s T T “2-5 Do B
2, 7R, N, S R, R, R, Ty 0, T, TR, TR, i e, S 2, R
T e N R R N B NG T, TH T S T Yy )

Levels of Factors X1 X2 X3 X4 X6

Fig. 10. 95 % confidence interval of total transfer time mean for different factorslevels combinations| = 525, loads/h

Tukey' s test was applied to find out the homogeneous groups of factor levels for different load input/output

rates. It is an al pair-wise comparison test which compares the mean of each treatment to every other treatment, and
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identifies where the difference between two means is significant. We performed a Tukey’ s test for each combination of
five factors when input/output rates were from 400 to 575 (loads/h). Assumptions of Tukey's test (the observations are
independent, the means are from normally distributed populations, equal variation across observations
(homoscedasticity)) were satisfied.

Fig. 10 presents the 95% confidence interval for the mean of total travel time (TTT) for different combinations
of factors' levels. Table 2 shows a sorted list of combinationsin decreasing order interms of TTT. In each homogenous
group of factors levels, the value of average TTT does not differ statisticaly significant. As a result from the best
group, we conclude that the best response (minimum TTT) is obtained when factors levels are X3 SR=3 and
X4 _RT=2 and worst (maximum TTT) when X3_SR=2 and X4 _RT=3. Results also showed that for load input/output
rates from 400 to 575, loadg/h, optimal combinations of factors' levelsreducethe average TTT 1.3-7 times.

Table 2
Homogeneous subsets of factors levels combinations, Tukey HSD
| =400 | =525 | =550 | =575
L evels of L evels of L evels of L evels of
factors I\_/rl_?grn factors Mean TTT factors I\_/rl_?grn factors I\_/rl_?grn
X1 Xo X3 X4 Xs X1 Xo X3 Xa Xs X1 Xo X3 X4 Xs X1 Xo X3 X4 Xs
Best 22323 115.35 21322 150.10 22322 166.30 22322 194.72
group 22322 115.56 22322 150.47 21322 167.35 21322 209.09
22321 115.88 22323 151.49 21323 168.82 23322 209.43
21322 116.22 22321 152.41 22323 169.17 22323 211.93
21323 116.52 21321 154.82 23322 171.23 22312 224.69
21321 116.55 21323 155.25 22321 172.01 21323 225.16
12321 117.24 12322 155.72 21321 173.75 21312 230.57
32323 117.32 12323 156.02 23323 174.52 23323 233.53
12323 117.36 23322 156.96 11322 176.11 21321 234.29
12322 117.37 23323 157.18 32322 177.91 22223 248.63
32322 117.58 11322 157.21 12323 180.07 22321 249.81
11323 117.66 32322 157.38 13322 181.50 13322 252.88
Worst
group 33232 161.88 11231 229.56 31231 397.32 32232 1560.97
13211 161.98 23231 229.74 12232 400.74 13232 1589.26
33212 162.01 31211 229.92 11232 397.32 11232 1605.88
33233 162.12 13231 231.48 33231 441.61 33231 1724.82
33213 162.50 33211 235.97 31232 488.49 31232 1725.28
33231 162.57 33231 244.35 33232 496.40 33232 1835.07

5. Conclusions

By using Automod software, the ssimulation model of split-platform AS/RS system was developed, which
allowed testing the effects on the system’ s performance for different load input/output rates, equipment parameters and
control strategies.

Multi-factor ANOVA results showed that the all main factors 1/0 location, Dwell point, Storage/Retrieval,
Rack type, Elevator control had a significant effect on the total travel time. Factors Storage/Retrieval and Rack type had
the strongest effect on the average total travel time. Some factors interactions e.g. (1/0O location)* (Elevator control) also
showed a significant effect on the average totd travel time.

Tukey's test was employed to find out the homogeneous groups of factors levels for different load
input/output rates. The optimal combinations of factors' levels for the performance measure were identified. Analysis
results also showed that for load input/output rates from 400 to 575 (loads/h), optimal combinations of factors' levels
reduce the average total travel time significantly (1.3-7 times).
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