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PREFACE

The first (2006) and second International Workshtiptelligent Technologies in Logistics and Medloaics
Systems ITELMS” were held at Riga Technical UniitgrsThe 3rd international workshop ITELMS'2008 weedd at
Kaunas University of Technology Panevezys Institate 22 - 23 May, 2008. The 4th international coerfiee
ITELMS'2009 continues three year tradition and safkace at Kaunas University of Technology Panevéastitute on
4-5 June, 20089.

The aims of the Conference are to share the ladpstal information on the issues of intelligeathnologies
in logistics and mechatronics Systems. The papeltsei Proceedings presented the following areas:

* Intelligent Logistics Systems

» Multi Criteria Decision Making

» Composites in Infrastructures

» Automotive Transport

« Intelligent applications of solid state physics

« Intelligent Mechatronics Systems

» Mechanisms of Transport Means and their Diagnostics
 Railway Transport

» Transport Technologies

e Modern Building Technologies

In the invitations to Conference, sent year betbeeConference starts, the instructions how tpame reports
and manuscripts provided as well as the deadlioethé reports are indicated.

A primary goal of Conference is to present thenbgj quality research results. A key element iiniragt goal
is the evolution and selection procedure develdpetthe Conference Scientific Committee.

All papers presented in Conference and publisime®@roceedings undergo this procedure. Instructmn f
submitting proposals, including requirements andadilees, are published in Call for Papers in the
http://internet.ktu.lt/en/scriptas1.asp?meniu=\dsttml&pirmas=science/menu.html&antras=sciencd@@d/confer
ences_2009.htmPaper proposals must contain sufficient infororafor a trough review. All submissions to deterenin
topic areas are directed to appropriate Topic Goatdrs. The Topic Coordinators review the submissimuch them
to the expertise according to the interests anddod them to selected reviewers. At least two megis examine each
submission in details.

Selection of papers for the Conference is higldynpetitive, so authors should assure their subamissio
meet all Conference Scientific Committee’s requieaits and to be of the highest possible quality.

All Conference participants prepare manuscriptoating to the requirements that make our Procesdio
be valuable recourse of new information which afoewvaluating investigations of the scientists frdifferent
countries.

Prof. Z. Bazaras
Prof. V. Kleiza
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Method for Improvement of Electromagnetic Rail Brake Performance for Light
Rail Vehicles

H. H6imoja, J. Laugis, D. Vinnikov

Tallinn University of Technology, Department of &teal Drives and Power Electronics, Ehitajate 19086
Tallinn, Estonia, E-mail: dm.vin@mail.ee

Abstract

This paper introduces a novel solution for the genbince improvement of electromagnetic rail bratdea tramcar.
The electromagnetic rail brakes are directly sugaplirom the onboard low-voltage power supply syst&mPS),
whose reliability and operating performance becossgeecially crucial from the point of view of pasger and road
safety. An existing LVPS especially combined withdated back-up batteries result in significantage drops, which
can result in lack of the braking force availabienfi electromagnetic brakes. This could be vitabdme dangerous
traffic situations, where the full braking effoliauld be applied. To solve these problems authamsgse to implement
the ultracapacitors in LVPS of light rail vehicl@nd tramcars, in particular) for the compensatihgoltage drops and
covering the peak loads caused by applying of elewgnetic rail brakes. The method proposed conldhiece the
reliability of the LVPS of a city trams, resultiig performance improvement of the electromagnetikés. The
simulations and experiments have confirmed thatectly chosen ultracapacitors integrated into exgsauxiliary low-
voltage supply can contribute to the significanpiovement of electromagnetic rail brakes’ perforoan

KEY WORDS: light rail vehicle, traction catenary, battery, tdtapacitors, control principles, efficiency andly/s

1. Introduction

The use of ultracapacitors in electric tractiomvpptrains has not only been discussed in manyrpapst also
implemented in reality [1]. While this energy stoeamethod cannot often be affordable in the maiation scale, it
might contribute to enhancing the quality and keliy of the onboard low-voltage power supply st

In the normal operation, an APS converter mustiengouble-free operation of all the subsystemmeoted
to it outputs. But in the case of crossing of catgnsection disconnectors, when the output voltafj¢he APS
converter drops to zero, all the secondary lowagst systems are supplied from the tram back-ugryatifter the
disconnector, battery is refilled from the APSmkans that the onboard battery needs to have isutfienergy density
(to provide constant power to such loads, liketligdy announcement systems, etc.) and high powesitye(for peak
current demands, like emergency braking). Namélg, last criteria have raised many questions inraé\uropean
tram- or LRV-companies. Based on the huge amourihw#stigations, it has been stated that namelyb#ek-up
battery is the weakest part on old and even on tnems. For instance, in winter with low outside paratures, the
productivity of the accumulator battery dramatigalecreases, because of increased internal reséstamich, in turn,
depends on the electrolyte’s density. Further, witty low temperatures (-3& and lower), productivity is so low, that
the battery even can not been charged. Finallye&nms that sometimes during section disconnectatsratine case of
dangerous traffic situation, a tramcar driver i$ able to stop the tram with the emergency (elecagnetic) brake
because of the discharged back-up battery. Thggedi railwvay RAMS requirements are violated anchity cost
sufficient penalties to the tramcar company [2].

2. Description of Existing Low-Voltage Power Supply\System

Typically, the low-voltage power network of a trean is fed from catenary by means of a motor-geoe@
static DC/DC converter. Low-voltage loads compiikamination, a passenger information system, safebntrol and
auxiliary drive circuits, as depicted in Fig. 1.eThominal output voltag¥l,psof the APS is slightly higher than the
predefined nominal valugy ,,x Which compensates the voltage drops caused biptigeleads and allows charging of
the main back-up battery. An onboard battery Gieisessary to support some critical loads duringcétienary power
disruption or APS failure; these loads mainly coisgicontrol and safety circuits like emergencytiigind braking.

As the most widespread tram type in the former3atarPact countries KD KT4 produced between 1974 and
1997, further analysis is based on this model. \&time modifications, primarily regarding tractiativeds and passenger
information systems, these trams have not met arigus replacement plans. The standardized vabrethé onboard
low-voltage supply system are specified in TablelereU,, is the minimum allowable short-term voltage [3].

The existing battery on a KT4 type tramcar is cosgal of 17 or 18 NiCd cells, 1.2 V each, as shawnhable
2. During the time of commissioning in the 1980&se battery types were the only option with sigfitenergy and
power density.
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Table 1
Standardized fluctuations in the secondary supptesn of the KT4-type trams
UN,aux 1V UAPS! Vv Umin ’ Vv
24 26.4 17.0
Table 2
Specifications of the onboard battery of KT4-typens
Characteristic Cell Battery
Type NK-125 17 cells 18 cells
Nominal voltage, V 1.2 20.4 21.6
Minimal voltage, V 1.0 17 18
Float charging voltage, V 1.4 24 25
Capacity, Ah 125
Internal resistance at full chargeQm 0.32 | 5.44 | 5.76
Temperature range, °C -40...+40
Rated service life 10 years
20 250 // Emergency braking
27 r\ 2500 ———————————
mss - —"—"—"—"—-—"—"—"—-—"—"—"—"—"—"—"—"—"—"——————— = = = = - - - ——— = — = — 4 200
%150 f, 150
51254 8
§ s 100;
=10 8] 100 A
50 50 A
50 0
- Normal movement mode
2 1 [1- Parking braking mode

E1- Emergency braking mode

Fig. 2. Low-voltage loads under different operatiodes

It must be mentioned here that with few exceptidhe existing batteries were installed in Sovietes and
have therefore exhausted their rated capabilitiegressed by increased internal resistance anéaksa capacity. As
for recently procured trolleybuses, mostly modeehtgpe lead-acid batteries are used with overdsimared capacity
due to less specific power compared to NiCd. Howebe properly chosen gel-type batteries showlaimsiervice time
and energetic performance with approximately thiraes smaller cost and less environmental issues.

During the operation of a LRV in the city traffionditions different low-voltage loads may be siwéd on
and off very randomly. For instance, in the LRD KT4 for braking at low speeds and for the pagkiorake, the
mechanical pad-brakes with solenoid drives are.uSadng normal movement, solenoids are in the iveo position,
consuming a current of about 40 A. When the medahihirakes are applied, the current in the solensideduced to
25-40 A, depending on the position of the brakirglad (Fig. 2). To simplify the further discussion, the average
operational cycle of a LRV can be divided into thmaost demanding operation modes (applicable tdotnt of the
onboard APS): normal movement mode, parking brakimgde and emergency braking mode. Each of those is
characterized by its averaged current consumpsahawn in Fig. B.
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Fig. 3. Battery terminal voltage change duringehgergency braking mode

Concerning a LRV, the most demanding operating enésl the emergency braking mode, when the
electromagnetic rail brake is applied. At full beadgffort the maximal load current in several casrdd achieve 230 A,
but typically the values of load current lie in ttege of 120...150 A. To analyze the behavior of-lmiage power
supply system at the emergency braking mode thessef measurements was performed. The terminghgelof the
onboard back-up battery as well as the load cumené measured and recorded during the selectedititervals. The
experimental results are presented in Fig. 3. Threes in Fig. 3 display a significant voltage dreyhich is greater
than might be assumed from the series internadtessie value provided in Table 2.

The voltage and current changeld andAl, respectively, shown in Fig. 3 allow us to calteléhe actual
internal resistancB,,, of the onboard battery stack:

_ AU

Roat = e 1)

In our caseAU = 3.8 V andAl = 99 A, soR,, = 38.3 nf). This value is much higher than shown in Table 2,
which can only be explained by the ageing of aglpgtt

3. Proposed Optimization Possibility

As an optimization possibility of onboard low-\adie power supply system with back-up battery irhsuc
demanding conditions and peak power requiremehesuse of ultracapacitors in the secondary lowagatpower
supply bus of the tramcar in combination with thebaard back-up battery is proposed, as depictefign4. For
reliability and response time considerations, rierfiace converters were implemented.

Sizing of UltracapacitorsFor the maximal improvement of peak load perfarcgathe ultracapacitors should
be chosen correctly. First, the necessary capauitst be derived from peak load characteristicsoSdly, a selection
can be made from among the commercially availatidyrts suitable for rolling stock applications.

The emergency braking is a process with rapidlynghrey dynamics with a duration 6 s, depending on the initial
speed and limited to safe deceleration rates. lideal case, the design of the onboard combinetygrstorage system
must be coordinated so that peak loads can beisdppy the energy storage without reducing the atjrey voltage
U.ux below the accepted minimubh,.

The electromagnetic brake can be modeled as amabept RL load with resistandg,, and inductancé.,,.
Referring back to Fig. 3, we can calcul®gincluding wiring:

Ry =2 =R, 3)
2

whereU, and |, are battery terminal voltages and current undekdead respectively. After assigning parameter
values, we geR,; = 120 nf).

The ideal braking currem, with eliminated internal resistance would be mhaher and depend only d#,
and rated system voltadg#, ..x= 24 V. Application of Ohm’s law gives fdg, = 200 A. Inductance of electromagnetic
rail brakeLy, can be calculated by

Lbr: TDRbr ’ (4)
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wherer = 0.4 s is the time constant estimated from Fider®rgyW,, consumed during braking is expressed by
VVbr = UN,auxI brtbr’ (5)

wheret,, is the duration of a braking event. Accordinghye amount of energy consumed during a 6 s brakiogess
W, = 28.8 kJ. The value of capacity required fronultracapacitor for the compensation of a randonk pead can be
estimated by

co_ M (6)

2 2

N,aux min

Replacing variables in (6) with numbers given @ble 1, gives C = 200 F. From the variety of vesdamd
different ultracapacitor types commercially avaitggbthe BMODO0500 P016 ultracapacitor modules froraxivell
Technologies were selected for the current appdicatvhose technical specifications are presentedable 3. For
matching the operating voltage and necessary dapaei, two modules were connected in series.

With the total weight of 11.5 kg and overall dirsems of 416 mm x 134 mm x 157 mm (L x W x H), the
installed module would have no serious impact enttital volume occupied by the combined onboarchg®system.

S TRAM CATENARY (MAIN SUPPLY SYSTEM) S

I

TRAM AUXILIARY POWER SUPPLY (APS)

I

I::> Power transfer during catenary supply

CONTINUOUS
POWER DEMANDS Power transfer during section disconnector
TRAM ONBOARD (LIGHTING,
BACK-UP BATTERY ANNOUNCEMENT,

CONTROL SYSTEMS,
etc.)

{} PEAK POWER

DEMANDS
(ELECTROMAGNETIC
ULTRACAPACITOR BRAKES, AUXILIARY
DRIVES, etc.)
TRAM ONBOARD COMBINED TRAM SECONDARY
ENERGY STORAGE SYSTEM LOW-VOLTAGE SYSTEMS

Fig. 4. Proposed structure of an upgraded auxilmmyvoltage supply system

Table 3
Specifications of selected nnnultracapacitor mosl{4¢

Characteristic Module Set

Rated voltage, V 16.2 324

Capacitance, F 500 250

Internal series resistance{m 2.4 4.8

Energy density, Wh/kg 3.17

Power density, W/kg 6700

4. Simulations and Experimental Results

To verify the results of calculations, a softwaredel was developed Bimulinkenvironment. Simplifications
and substitutions were made as follows:
1. the NiCd battery is modeled as a series connecifoan ideal voltage sourdd, =24 V and internal resistance
Rpat = 38.3 nf2 [5];
2. the electromagnetic rail brake is modeled as aivalgunt RL circuit with parametefg,, = 120 n©2 andLy, = 48 mH;
3. the ultracapacitor set is represented by a seciesection of an ideal capacitanCeand a resistoR,c based on the
values presented in Table 3;
4. normal loads while running and braking are represkhy equivalent resistors.
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The resulting simulation diagram and simulatiosutes are shown in Fig.abAs seen from Fig. § the low
voltage system’s performance increases remarkéblhe beginning, the braking current reaches 184 then starts
slightly falling. Both storage devices are invohiacenergy exchange with a decreasing contribudfcthe ultracapacitors
and an increasing load on the main battery. Duisgemergency braking, the system voltage fallsdav20 V.

To verify the theoretical assumptions and simatatiesults the test system with ultracapacitor nedvas
installed on tramcar KT4. The ultracapacitor modulesed in experiment were the PCM14014 from Maxwell
Technologies. The modules were connected in sefitbsresulting terminal voltage of 28 V and capanite 75 F. Due
to limited choice of ultracapacitors available ftie experiment the capacitance of installed staak about 60%
smaller than required. The ultracapacitor stackHCA) was connected in parallel to the onboard hackattery G1, as
shown in Fig. 6. During the experiments the APS diasonnected from the supply grid (catenary freeration).

Although the experimental results (Fig. 7.) shdwattthe ultracapacitors available are underdimeesidor
the current application, they give some hints tottfer assumptions. The battery terminal voltageefese rate during a
braking with 6 s duration is no more defined onjydbectromagnetic brakes inductivity, but also lgidonal charge
delivered by the ultracapacitor set. While theadapacitors discharge, the battery’s contributia peak load supply
increases. After the electromagnetic rail brakeelsased, the ultracapacitors start to rechardeereftom the APS or
the main battery. The charging currégtdepends on the auxiliary voltagil,, total capacitanc€, initial capacitor
terminal voltageJc and an equivalent resistarieg, including wiring, battery’s and ultracapacitorseimal resistances

.U, -u t
c = aux 0 _ . 7
i R, exp{ &qc} @)

The differences between the experimented batterg the combined back-up supply powering the
electromagnetic rail brake are summarized in Tabl®©bviously the increased current contributesh® additional
braking force, depending on the brake’'s magnetimaturve. The more limited the voltage drop, thétdeis
emergency braking performance.

Battery current

uo I_bat
e M ]

R_bat

Capacitor current

piracep =

L e e

U_sys System voltage
L

Timer

‘— Braking current
Brake contactor Track brake I br p : :
I R e e L B l l
5} - - -| —©—Battery current x 0.1 [A] |- - - - (S S
—— Capacitor current x 0.1 [A] | |
_|_>B;ah"g - Normat toad 10 —w— Braking current x 0.1 [A] 1 |
Logical AN\ N\, — =— K r--- . r----r---=-afy -~ ]
Operator p—a |\ TLT? System wltage [V] : : p
—
_15 | | | | | |
—= 0 1 2 3 4 5 6 7
-Braking load t [S]
a b

Fig. 5. Battery/ultracapacitor supply simulatiomagliam (a) and simulated currents and battery wlt@ith combined
battery-ultracapacitor storage (b)

lllumination/lights

APS ) Passenger information
> < e — |

- — G1 o —

- — |: — ) Controls

P — — — — — — — —
— ——c2

- Brakes

Fig. 6. Experimental setup with ultracapacitorpamallel with main back-up battery
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Fig. 7. Experimental results with PCM14014 ultraaeifors
Table 4
Comparison of experimented back-up energy storages
Parameter Battery Battery + ultracapacitor
Final voltage, V 19.2 20.3
Load current, A 125 130

5. Conclusion

The simulations showed that the performance oftiegionboard low-voltage auxiliary power supply wbbe
remarkably improved by adding an ultracapacitor nbedn parallel to the main battery. With a corheathosen
ultracapacitor module, the computed braking curreathed its maximum value and system voltage drap found
more limited than before. With higher current, #raergency electromagnetic rail brakes provide rboaking force.
Moreover, the power demands of other peak loadstcdmcar, like door drives and disc brake solesaidn be more
effectively satisfied. Ultracapacitors in the lowhage power supply (LVPS) bus of tramcars offez tbllowing
advantages:

1. improvement of efficiency and reliability of thenergency braking system especially at cold tempegat

2. better efficiency of LVPS;

3. performance optimization possibility of other oabd devices;

4. possibility of reduced main back-up battery size;

5. prolonged main back-up battery life;

6. reduced maintenance costs of the combined ontstaralge system.

To minimize voltage drops and increase the efficyeof the proposed solution, the ultracapacitbicugd be
carefully chosen and placed preferably as clos¢héo peak load as possible. Simulations must bevied by
experiments on real vehicles, after which practieslults with different coupling topologies, maiack-up battery
minimization possibilities can be analyzed anddfiiency and feasibility analysis of the develdm®mbined energy
storage system under different climatic conditioas be made.
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Abstract

Various ultrasonic diagnostic methods are widelgduso detect internal rail flaws. Despite moderruipoment
implemented to examine the rail, most of the systame not capable to run diagnostics and classditén real time.
In this work an implementation of signal cepstrumalgsis is surveyed and the experiments that gigetfack results
are presented. This work presents experimentalafagaail diagnostic using ultrasonic signal atedcepstral analysis.
The results show that it is possible not only téedeinternal rail flaws using ultrasonic diagnostibut also it is
possible to determine what kind of a flaw — largel @angerous crack or a small one is present. Tiessdts show a
possibility to implement a real-time diagnostic ataksification system.

KEY WORDS: rail flaws, ultrasonic diagnostics, cepstrum, déime, classification.

1. Introduction

For a present time various ultrasonic diagnostethmds are widely used to diagnose metal consbructi
condition and to evaluate internal defects or fla@sveral different ultrasonic diagnostic methoxiste The use of
them is determined by a geometrical characterigteEn investigated object. As the computer and opicycessor units
improve, more and more possibilities to measureptersignals occur allowing to implement and useer@mplex
algorithms or functions to process the experimediddh. New systems to collect and process diagndata are created
and the hardware of defect scopes is improved, rabpg on a geometry/shape of an analysed objest,sgeed,
precision of results.

One of the most important objects that ultrasalégnostics are used on is rail. The condition cdibhas a
direct influence on a railroad safety. The raikignificantly stressed during exploitation. Thisusas various flaws
inside the rail that may cause rail break and &ffee traffic safety. The rail break is the maimgen of railroad
accidents and this makes up to 30% of all totaidsets.

Main requirements to rail diagnostic system are:

1. A reliable detection of rail flaws. The riskinesstioe flaw is described by few parameters, suctclesirance of the
flaw, orientation inside the rail, character of freav;

2. Maximum testing speed. In order to check all thks ia use and minimizing staff and equipment, thest of the
test speed is required.

The shape of the rail determines the way of tgstinThe contact between the ultrasonic sensortla@dail is
possible only on the top of the rail crown. In thase the method to examine the rail is called denlethod”: a short
ultrasonic excitation signal is transmitted frone teensor on the top of the rail and then systeswisched to a
reception mode and records the echo of the sigh@pending on an orientation of the flaw, the sigoah be
transmitted at different angle relating to the honital axis of the rail. Analysing the shape aroplé and delay of the
received signal gives us information on parametétbe flaw and the distance to it. In order toled information on
the flaw that is greater than a critical threshoildhe flaw, the ultrasonic wavelength used halse¢shorter than a flaw
clearance. According to this a testing frequen@sisorted.

To achieve a maximum testing speed is necessapstimate testing duration and a maximum distance
between neighbouring test points. Testing duratdepends on a speed of ultrasonic waves spreadgigeinmetal
construction and on a path length of transmittedl @hoed signals. The distance between neighbotesigoints is
determined by requirements on a minimal flaw thastbe detected. The step should not be longerrttiaimal flaw.

In this case the pathway of the transmitted ulimassignal will travel through a flaw.

As maximal parameters of innocuous crack and krapeed of ultrasonic signal in rait € 3260 m/s) are
known, the minimal frequency of ultrasonic sigratalculatedf,s= 2.5 MHz. The path length of the ultrasonic signa
in a type R50 rail igy=0.65 m and the signal travelling time is |82 (sometimes the pathway may be shorter,
depending on detector angle or rail part investidathe crown, neck or heart). In this case asl#éfect scope travels
along the rail at speed of 11.1 m/s (40 km/h) axding at 0.005 m interval, the measurement pasdq, = 450us
(fu = 2.2 kHz). Using digital converting system, tlelected signal is recorded in each step with anadeto-digital
converter that has a sampling frequefigyfew times higher than the ultrasonic frequencydusef,, of 20 MHz is
used, then each array of recorded data will corefist840 elements. Depending on analogue-to-digitaiverter
resolution the data flow rate will b@y,; = 32.7 Mbit/s,iion; = 49.1 Mbit/s, i enie = 65.4 Mbit/s. To process the data in
real time the according methods have to be devdlope
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In practice to minimize data flow rate the coneéxhe reflected ultrasonic signal instead of tigmal itself is
analyzed. Despite this, it is not enough to autentia¢ diagnostic process and detect rail flaws#ah time, so various
signal processing algorithms are implemented.

2. Rail Diagnostic Methods

The most common defect is a crack that develoghdncrown of the rail, at an angle of approximaféd°®
relative to the horizontal axis. It is known as idney defect, because of its shape. Various metlhade been
developed to detect the defects and the most cofyrasad is an ultrasonic system, which transmita@gustic signal
into the rail and measures the reflection of theegafrom the defect. This is a effective method,requires scanning
of the complete rail on a regular basis and se itery labour and intensive. Motorized vehiclesjipged with such
ultrasonic measurement equipment, are employeatttease the frequency and efficiency of defectdiete.

Some known kind of detection system is based oeethltrasonic probes. The probes are used totdetec
families of cracks in the rail. One probe, call€édp@obe, is intended to find horizontal cracks &wd probes, called
68° probes, are intended to find transversal cracitsa 68° theoretical mean orientation of runngugface. Ultrasonic
probes emit an acoustic wave which travels in #ildm a specific direction. The wave flows withaeflection until the
material is homogeneous. So if the crack is pengelat to the direction of wave propagation, théective wave
comes back to the probe which records an ultraseciio called A-scan. Most of industrial non dedtneccontrol
systems are based on this kind of visualizatiohtt#d detection procedures of the automatic ingpedtain are based
on this signal.

Article [1] describes a new idea is to work onamcumulation of successive A-scan signals whicifor fact
an image. This image is called B-scan. It keepsgé@metrical coherence of the defect taken advantlaging the
processing and leads to a better noise immunityh8arack is seen in its whole structure and rama limited signal
reaching a threshold.

The Radon transform is a process adapted to diétestin an image [2]. It proceeds by projectinigtiae
pixels onto a turning axis centred in the imageurdenetworks can be viewed as a type of "black'baxich can be
used to take a set of inputs describing an obgath as a bolt hole, and classify these inputsemnbing to one of
several possible categories. In this researchpwarieatures were selected from bolt hole transdwetarns and were
used as inputs to the neural networks. The netwihiks classified each set of inputs as represeatitggpod” bolt hole
(BH) or a "bad" (defective) bolt hole. B-scan prssiag has the advantage to keep the geometricareote of the
defect during the inspection although an A-scanaigs only a part of the global response of thiecte Cracks appear
as a line in the image with different intensitigse angle corresponds to a 68° transversal crack.

The basic architecture of the neural networks usedesearch of bolt whole. The networks are called
backpropagation networks and consist of three tagénodes; the input layer (1), the hidden layd), @nd the output
layer (O) respectively. Weighted arcs connect ewxte in a parent layer to each of the nodes ifalf@ving layer [3].

Features for a specific bolt hole sample are thtoed to nodes in the input layer. The neural nétas 45
inputs. These inputs are then pronpagated througmetwork to produce an output at each of theututpdes. The
node with the highest output represents the detisfothe network as to whether the inputs represegbod or a
defective bolt hole.

Initially, each network must be "trained" to renag good bolt holes from defective ones. Thisaseal by
taking a set of BH features for which the clasaifign is known. Each of these features is introduoehe network and
the outputs are compared with the desired outputs.

Once the network is trained, it can be used togeize new inputs for which the classifications raoé known.
This is done by introducing the input features dobolt hole at the input layer of the trained netwand noting the
values produced at the output nodes. The nodethgtiighest output indicates the network clasdifica The value of
the highest output along with the difference betwtee values of the output nodes are indicatorsost certain the
network is about the classification.

The result of the described implemented methodtas B-scan is more effective than the A-scansTibi
because the attributes that describe the flaw stdd are classified more precisely than the A-sces.

Anyway, the image creation in B-scan mode andrtiidementation of the neural network takes quitersy
time even using modern systems and is not capalieotess all the data in real-time.

In [4] a new signal classification method basedaaro-variation matrix is presented. Here the digolected
during analysis is taken as an accidental procEssn two kinds of covariance metrics are definedvaCiance
functions are very simple to rate and to get ratecevariance functions. ldentity functions canused to compare
(separate) characteristics and then the covariaetec is defined like distances.

In order to widen the possibilities to processadtmic signals and ways to separate informativiefes of the signal, a
possibility to use the signal cepstrum analysguiveyed.

3. Cepstrum Analysis to Detect Rail Flaws

The complex cepstrunx for a sequence is calculated by finding the complex natural lotan of the
Fourier transform o, then the inverse Fourier transform of the resglequence [5].
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The cepstrum can be seen as information aboubfatbange in the different spectrum bands. Itas ralso
used as an excellent feature vector for represgtitien human voice and musical signals [6].

%= %T :[;Iog[x e de )

In our case the recorded ultrasonic signal frothealthy” rail is presented in Fig. 1 and the cegst of it is
presented in Fig. 2.

We can see in Fig. 1 that there is only an echtheftransmitted signal coming from the bottomtad tail.
And the cepstrum of it is almost straight line witih significant peaks showing any change in spaettrands.

Fig. 3 shows significant peak that is subject wrack inside the rail which causes a reflectiorthef signal from that
crack. All the energy of the signal was reflectaahf a large crack and none of it passed down thot@m.

In Fig. 4 we observe peaks that are caused bychoed signal from crack inside the rail. Here pdrthe
signal energy reflects from the crack and anotlaer passes the crack and reflects from the bottatimeorail.

The research shows that the cepstrum of recongedlsmay help to determine whether the rail hacks
inside or not. If the cepstrum shows significanalgeit may be caused by the signal reflection faminternal rail
flaw/crack. These peaks can be taken as informatiaks for a further processing and determinatiothe flaw type.
In our case if the peak is higher than 0.05 themtemnal flaw is present. As the analysed datayais not big (less than
2000 elements) implementation of fast Fourier i@ms is possible and may provide fast and reliatilggnostic
results. This gives a possibility to process th@ dareal time providing an improved railway inspen system.

4. Classification of a Flaw

During the experiment a set of signals, represgrine of the classes of the internal flaws, weoerded:
- Class A: a signal reflection from a large dimensioriernal crack;
- Class B: a signal from a healthy ralil;
« Class C: a signal reflection from a small dimensiotiernal crack.

Having a purpose to refer an unknown signal to ohéhe prescribed classes, it is convenient to aise
geometrical classifier. To use it an informativgnsi have to be determined. We chose a system withrnformative
signs &, %) that describe coordinates of cepstrum peaksrderdo have the signg andx, of the same range, thxe
has to be multiplied by = 10000. In this case the plot of the investigatiggals is as shown in Fig. 5.
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Fig. 5. Plot of the signal classes (Class B — hgatil, Classes A and C — damaged rail)

Fig. 5 shows that peak of the signal cepstrumtodaithy rail is not significant and its position an x1 axis is
not determined. Class A signal peaks are positiomedjuiet narrow range on x1 axis, but x2 rarsgauch wider.

Using a metric plot which describes different silgrlasses allows to refer a signal of an unknolasscto one
of the prescribed. This allows determining if ibise of the serious cracks and what a danger arises

In a geometrical classifier to recognize an obggqirocess and classify it a method of proximstyised (2).

S(x ¥)=1r2 (% 9) @)

M
m=1

where x={x,...,x,} : coordinates of an object that is to be determir¢H={ A A yN”} : coordinates of a set of

known signal class.
The investigated object is referred to a classctvh$ the nearest one, i.e. the class that hagnthenum
square distance from the object investigated (3).

, 1 M, M, .
o Oniva) =55 g 2 )= ®

where y,, :i-reference of M-class.

5. Conclusions

Signal cepstrum analysis is useful to detect iratlrail flaws using ultrasonic diagnostics.

Cepstrum itself does not provide information ab@type of a flaw, but can be used as a signifipanameter
determining a class of flaw (i.e. using geometritatsifier).

As the data processing time using fast Fouriersfiam is minimized, it gives a possibility to ingphent a
real-time diagnostic and classification system.
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Abstract

This paper continues the presentation of complgxeement results on direct injection diesel engfpembustion
chamber consists of a dished piston) which wer@ezhiout at the Institute of Agricultural Engineggi LUA while
using blends of mineral diesel (D) and rapeseedyheister (RME) with dehydrated ethanol (E) adéias a fuel.
Immediately communicating with the farmers about¢ thurpose of bio—based fuels, also preparing D-RME—
exploitation manual we deal with the lack of sciemtdata about physical-chemical characteristitshe mentioned
blends. Thus far obtained positive on—field expenfrtest data about investigated three—componehbfands motor
characteristics were extended by the laboratotyg te®d theoretical calculations.

KEY WORDS: D-RME-E blend, BE—diesel, physical-chemical prapgroxygenated fuels, ethanol.

1. Introduction

The blend levels of biodiesel and petroleum diésel that have been recommended by crude oilegés in
EC market suggest that no engine modifications mall be necessary if use a 5% RME additive. Ing@asnount of
biodiesel in D/RME blend directly affects the charmyf combustible compound characteristics of thesetypes of
fuel of different origin [1-3]. Schumacher [4] reped physical and chemical properties associatehl tihe mixing of
biodiesel with petroleum diesel fuel. Some of thgseperties were nonlinear in nature; however, #malysis
conducted by Schumacher did not reveal data pthiatswere lower than either of the parent blendstdbiodiesel or
petroleum diesel fuel). Changing these chemicalgngsical properties to meet the needs of the bamliuser may be
needed for some of these attributes. Issues suchtase number, viscosity, density and solubiléyéonly recently
been investigated by biodiesel researchers. THarpnary findings are quite good; however, as paéhbut by Krahl
[5] variation could exist due to the fact that soemgines are fueled with different biodiesel feedks. Krahl only
examined 100% neat biodiesel from rapeseed. Nonpttevas made to determine if another feedstock blends of
biodiesel and petroleum diesel would exhibit simianefits. Krahl also observed that the size efRIM when fueling
with biodiesel was larger than when fueling withrpkeum diesel fuel.

Otherwise, if disregarding that biodiesel has gypemlues comparable to those of fossil fuels aasl uperior
lubricity and environmentally friendly characteigst must admit that when mixing it with mineraksél, a cetane
number has a tendency to increase [6—8]. This nhites worsened quality of combustion process, whiichctly
affects on increased fuel consumption and emiskeel of nitrogen oxides. One of the methods toicitbe above
mentioned negative effects is the use of a dehgdrathyl alcohol additive (hereafter — ethanoljrimeral diesel and
rapeseed methyl ester blends [2; 3].

2. Testing Procedures
2.1. Cetane Number and Ignition Delay Time

Two oxygenated biofuels (biodiesel and ethanaoleh&ceived intensive attention as potential aftéve fuels
for vehicle engines due to their renewable propamyg reduction of fossil COdischarge which most probably
contributes to the global climate changes. D-RMEs-& new form of biofuel blend from renewable miatethat has
energy values comparable to those of fossil fu@isthe basis of these assumptions a scientific thygsis was formed
that the use of ethanol additive in mineral diesel RME mixtures would allow achieving their flamoiay
characteristics close to pure mineral diesel. & deacided to assess the possibility to use threapanent combustible
mixture made of mineral diesel, rapeseed methyremtd 5-10% of ethanol in heavy duty transportmaehiven by
unmodified direct injection (combustion chambergists of a dished piston) diesel engines [2].

Optimizing the combustion process (i.e., reduditi®, and PM emissions without serious compromises ih fue
consumption) requires profound knowledge of allnfation processes involved. Biodiesel is an oxygahdtel,
approximately 10 percent by volume that exhibitsae characteristics which exceed that of petroleigsel fuel.
Some combustion characteristics of mineral diesélaygenated biofuels blends are as follows:
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1. Various proportions by volume rapeseed methyl esathtition to mineral diesel distinguish an increhsetane
number of the blend (see Fig. 1Y6%thanol additive (v/v) to B15 (86D+15%RME) blend reduced combustible
mixture cetane number which became equal to fdssslel [6].

2. Fuelling diesel engine with pure rapeseed methgres characterized by shortened ignition delagation [2; 3; 10]
thus distinguishing happened in advance combustimtess (see Fig.ap The CN of a given compound

(B15+3%E) is higher the shorter its ignition delay timeasd vice versa. Cetane improvers may have another

important ramification, namely the reduction of N&xhaust emissions. It is known for D/RME blendsabm
quantities (v/v) of ethanol can reduce these exhanmsssions. Cetane improvers function by redudhegignition
delay (see Fig.® and lowering the premixed fuel combustion tempeea[7], thus lowering NQby inhibiting
their formation, which occurs at high temperaturethe combustion chamber.

2.2. Density and Viscosity

Biodiesel generally display higher density thamenal diesel (see FigaR This difference has impacts on
heating value and fuel consumption, as the amotiritiel introduced into the combustion chamber isedmined
volumetrically [1]. Because of much lower surfae@dion, the density and viscosity of alcohols comfpzely with
mineral diesel fuel is expected to improve seveharacteristics of fuel such as atomization (firssndomogeneity of
fuel spray cone), fuel mixing (more homogeneousntia field in cylinder) and heat release that iases the cycle
indicated efficiency [10].

Fuel viscosity has impacts on injection and cortibasHigher viscosity leads to a higher drag ie thjection
pump and thus causes higher pressures and injacilomes, especially at low engine operating terpees [1]. As a
direct consequence the timing for fuel injectiom &mnition tends to be slightly advanced for bigdie which might in
turn lead to increased nitrogen oxide exhaust éorissiue to higher maximum combustion temperatiy@[9, 10].
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2.3. Lubricity

With the advent of low—sulfur petroleum—based élidsels, the issue of diesel fuel lubricity is batng
increasingly important. Desulfurization of convemidl, petroleum—derived diesel fuel reduces or ialtes the
inherent lubricity of this fuel, which is essentfal proper functioning of vital engine componestgeh as fuel pumps
and injectors [11]. As a remedy the routine additid a small amount of biodiesel seems feasiblétyFecid methyl
esters do not pose any operational problems, dibayi are used in higher concentrations [11]. Wnicately, alcohols
characterizing the difficulties of applying them disselfuelsare as follows: low lubricating properties, aggi@sgo
non—ferrous metals and high flushing [10].

2.4. Solubility

Comparing different types of oxygenated fuel addg to fossil diesel we must admit that the irarsility of
components in the D-RME-E system was substantiafiip and show the optimal results. Using absoludkereol
(99.8%) stable three—component biodiesel mixtunea relatively wide range of component concentratioould be
produced [2, 12].

RME, 100 %

.
D, 100%

50 - E,100% 0
Fig. 4. Solubility of D-RME-E system at 20 [12]: 1, 2, 3 — nodes, K — critical point of sbility
2.5. Chemical Behavior

Biodiesel has solvent properties. This type of fimes not work well with traditional rubber paftaind in
most vehicles today. Hoses and other rubber pagts down over time with biodiesel use. Mixing RM#hanol and
regular diesel into a blend will help to rectifyisttommon issue. Due to more aggressive chemidavier of bio—
based additives to rubber and plastic parts of $uplply system, gaskets and fuel tank cap, it égememendable to
replace them with the ones that resist degradation.
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When first using bio—based additives (especiallyiediesel) it is recommended to replace the filrfon
tractors engine. Because of the solvent propeiridsodiesel, it may cause the release of accumdldeposits inside
the fuel tank and fuel lines from years of fos&ilsel use. These deposits can flow down the faeldind may plug the
fuel filter.

3. Conclusions

The above discussion shows that properties of exgted diesel fuels, containing RME and ethanol are
strongly influenced by the quantity (v/v) of fatgsters in the D/RME blend. Both biodiesel and dedugdl ethyl
alcohol can have considerable influence on fuepertes such as cetane number with relation to cstidn and
exhaust emissions, viscosity, density and lubricBgnerally, cetane number and viscosity of D—-RMH#dis increase
with increasing volume of neat fatty compoundshérefore appears reasonable concept to enrichircdatty ester and
fossil diesel blend with ethanol having desirablepgrties in order to improve the exploitation cweristics of the
whole fuel. Ethanol has oxygen participating in twstion process, the atoms of which are of a mesker mass
compared with hydrocarbon compounds. That conditeobetter combustion reaction and lesser amowperi—ended
combustion products is emitted.

A recommendation for using D-RME-E fuel blend inmodified direct injection (combustion chamber
consists of a dished piston) diesel engines wasapesl.
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1. Introduction

World statistical data show that 31 to 41% of tibtal number of cases of degradation of pressussels and
piping during operation of water-cooled NPPs isaisged with various types of corrosion damagesaBse, of this
concern, various corrosion issues commonly expee@in Russian Reactors (WWER and RBMK). They idelu
* pitting corrosion in un-clad WWER-440 reactor pressvessel (RPV);

* corrosion cracking at the transition welding joinfsRPV nozzles and piping;

* corrosion issues in PGV-440 steam generator collect

» steam generator heat exchanged tube corrosion

« intergranular stress corrosion cracking (IGSCCRBMK low carbon steel piping Du-800 with clad meta inner
surface;

* IGSCC in RBMK downcomers Du-300 from austenitidrdtess steel.

Thus the operating experience of Russian NPP aelicthat corrosion and mechanical damage may dtcur
various components of equipment and piping. Thgsestof damages are presented in Fig. 1.

The world statistical data show that more distélludamages of NPP equipment and piping is intatdaa
stress corrosion cracking (IGSCC). The generalrinétion is presented in Fig. 2 for different typgsRPV and data
base for piping are given in Table 1.

Fastening of PV and

Steam generator collec- Dissimilar welded joints of Piping of the main circu- s
tors Nf‘:“““‘ and reactor nozzle and piping lating circuit of NPP with 5G flange clements
PGV-1000 Novo-Voronczh NPP RBMK reactors
Umit N3 /\
. : ; 5 Cracks in
Cracks in p:l:,’..;.l':,',:d syl Cracks in HAZ| | Cracks in weld studs, stud
SRRASRAIEL 10FH2ZM®A steel joint and of austenic root of piping nests and
Steel in zone bk o downcomers made from low flanges
of variable OSX18II0T carbon steel
steam-=water steel cladded from in-
level ner surface
* k| i i *‘ L
Alkaline cracking]
Chiloride Corrosion crack- Corresion cracking Intercrystalline Cold cracks by induced by the
cracking of ing by small rate due to local anodic corrosion of welding process of coolant]
austenic steel | |straining of pear- solution near the fu- metal on sensi- MNowing on Nange
activated by litic steel, which sion line of dis- bilized HAZL joint
variable loads | |occurs due to low kimilar materials ac4
temperature tivated by electro-
Creep processes hvtic hwdrogen

Fig. 1. Main cases of metal damages during NPPpeagiiit operation
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Fig. 2. Stress corrosion cracking for differentagmf reactor

Table 1
Data base of piping failures in various countries
Country or region | Total number of failures Cracks Leakage’s Breaks
Asia 8 0 3 5
Eastern Europe 235 61 142 32
Finland 26 10 14 2
France 128 47 73 8
Germany 186 113 68 5
Japan 46 7 33 6
Other 132 19 90 23
Sweden 278 153 106 19
Switzerland 48 36 10 2
USA 2627 658 1839 136
Sum total 3714 1104 2372 238

2. Corrosion Damages of WWER-440 RPV

The ten WWER-440 reactors (see Table 2) were raatwed from ferrite steel of type 15Cr2MoVA wittiou
anticorrosive cladding at the inner surface ang there in operation for a long time (more than 8@arg) at various NPPs.

Table 2
The WWER reactors without anticorrosive cladding

NPP name Unit Type of reactor BOL EOL
Novo-Voronezh 2 V-3M 1969 1992
3 V-179 1971 2016
4 V-179 1972 2017
Kola 1 V-230 1973 2018
2 V-230 1974 2019
Nord 1 V-230 1973 1990
2 V-230 1975 1990
Kozloduy 1 V-230 1974 2004
2 V-230 1975 2004
Mezemor* 1 V-270 1976 2015

* The tenth RPV of V-270 without anticorrosive clattal in inner surface (NPP Mezamor in Armeniyasw
not in operation for some years after earthqudi@dh since 1996 it is operation again.
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During the operation these RPV reactors some smmodamages (pits and pitting) were arise in tivei
surface of vessel. The typical corrosion damagédsdastribution of their density are presented ig. B.

flange

core shell

pits

pittings

bottom

Fig. 3. Typical corrosion damages after prolongpdration time

As can you see from Fig. 3 the three areas of R&x more density of damages, namely:

« surface of flange;
* core shell;

* bottom.
The second type of corrosion damages is the @athe transition welding joints of WWER-440 RPVzate

shell from heat resistant 15Cr2MoVA steel and mipiri main circulation circuit (pipe Du-500 from aesite stainless

08Cr18Nil0Ti steel. During operation (5-10 year® kad a lot of damages of such type in circulagddion along

fusion line of heterogeneous welded joint. Thedgptracks are presented in Fig. 4 and the vaofrgpair — in Fig. 5.
These procedures were performed for the thirdafritovo-Voronezh NPP.

Reactor
15XZMFA
i3

Weld metal
EA-N 10

f|  Bush
/| mExagHIOT |
i

Crckam g =
Clad gnl

= jl Tepair wikl
Fig. 4. Damages of dissimilar welded joint betwetthe nozzle shell and austenite pipes Du-500: 1 ackgr
2 — buttering clad metal produced by MAW EA-395kcérode ; 3 — base metal (15Cr2MoVA steel)

5 |

. 7 .r 1 3 II,r-Ev'- 2
\ . ) 5 3 "
a N b

Fig. 5. Two variants of unit of joint the WWER-44&KPV nozzle shell with main circulation circuit (g Du-500):
1- RPV; 2 - sleeve; 3, 4, 5 - technological cladgi®, 7, 8 - welds



24

3. Corrosion Damages of Steam Generators

Fig. 6. View of corrosion damages of PGV-440 offingt unit of Novo-Voronezh NPRY) 5 mm from inner surface, b)
20 mm from inner surface
m

F
i
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Fig. 7. View of crack in heat exchanged' pipin@6x1.5 mm

3. Corrosion Damages of RBMK Reactors
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Fig. 8. IGSCC damage statistics of welded jointd@i/ncomers on RBMK reactors in Ignalina NPP (Dsi®vy Bor
NPP (2), Smolensk NPP (3), Chernobyl NPP (4)




Fig. 9. Typical character and topography of damagesienite piping Du-300 of RBMK reactors
5. Conclusion
Thus the various types of corrosion damages weseanduring operation of nuclear power equipméns |

necessary to assess of mechanism of each typerosmm damage and then using some measuremeeksltale the
reasons of these defects nucleation.
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Abstract

The paper deals with Hybrid manufacturing systehdl$) that consists of CNC machine tools, robotmsmputers
with appropriate software logistics functions arighhskilled employees in the technological sectbHdIS. The

quality problems are very urgent in HMS when prdaurcis oriented in high variety and low productienlume

business. The aggregate logistics function for rfeaiuring process quality improvement have beerelbged on the
activity analysis performed in HMS operating wittaditional processes as plastic parts molding, tshesal parts
stamping, CNC laser cutting and other high tech GiX@ information technologies. The developed re$ebhas been
tested and adopted in two manufacturing compattiésrnishes the possibility to estimate the mantfeing process
quality index and to foreseen ways for quality imprment with minimum manufacturing cost.

KEY WORDS: Product, process, quality index, aggregate functopurality increase, cost minimization

1. Introduction
1.1. Competitive Manufacturing Environment

Manufacturing competitiveness of the*2gentury is associated with the rapidly changingdpcts and
shortening life time. Manufacturing emphasised rehallenges and difficulties [1]. Quality and costg the main
factors leading to survival or successful busin€&spid design and manufacturing procedures coutdhage been
possible without aggregate logistics function famafacturing process quality improvement. When paentity is big
and traditional stamping is used, part quality aejseon die condition. If die design is suitable #melright material is
used then part quality is right. The problem arigely when die wears and part becomes unusableade of plastic
part moulding, part quality depends on mould caaditand used material. If die or mould is in goahdition there
should be no problems with quality. In low prodoativolume, the plasma cutting or CNC laser cutéing bending
operations in HMS often are applied. Applying mené&d operations, part quality depends on right rizdtand
machine selection, employs skill and so on. In seases when relevant part is produced, the flexitdehine stations
(FMS) could be used. Last case requires highest t&investment and employees’ skills.

Conceptual design phase greatly influences theltieg cost, quality, product manufacturability aitsl life
cycle parameters [2, 3]. During the product conagstign phase product and process design are preplne best
product and process design means the lowest ctis¢ groduct design and manufacturing [4].

1.2 Quality Problems in HMS

The research of this paper is to find the besttgni considering the capability of various proessanachine
tools and suppliers located in different compaaied countries.

Aggregate function could help to find and evaluateh product and process alternative to the psoces
capability when dimensions accuracy of a part &iengly related with low production cost [5-6]. Thenufacturing
systems modelling and engineering widely appliediitual prototyping environment searching besemative [7].
Computer integrated manufacturing approach usel istages of product development cycle to appraised control
quality parameters and process capability sustdimght in all stages [8]. This activity is avdike overlapping
different functions as consideration of customeurements, product and process design and manufagt Process
capability is strictly related to the product gtaland manufacturing cost. When process capabifitiices are
insufficient, problems related with quality aris#].[Aggregate function enables to find new procegh sufficient
capability for each product and process alternagind with minimal production costs. It is adoptedestimate and
increase the process capability at the early prioglug process design stage.

2. Aggregate Logistics Function for Manufacturing Pocess Quality Improvement
As mentioned above manufacturing process is eteduby its capability indices. The decisive factor

process manufacturing cost and capability is prodiesign feature (DF), in particular, geometricatni and
qualitative-quantitative parameters (QQP).
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Quantitative parameters are:
Quantity of different DF in product design.
» Dimensions.
* Number of manufacturing operations.
* Production volume.

Qualitative parameters are:

» DF quality requirements (tolerances, surface roeghh
 Surface quality requirements (damage of surfa@nés, painting quality etc.).
» Machine tool capabilityC, and process capabili§ indices.
» Process standard deviatian

QQP depends on part/product 3D CAD requiremengdenal, used technology and manufacturers traditio
Designer must evaluate product manufacturing dofteaearly design stage and vary DF geometriaah fand QQP if
necessary. The best product design and proceséied by two criterions — cost and capability.

Contradictions among the product cost, quality delivery time arises in rapid product design. Tigfoduct
design features tolerances increases manufactoostg and time and introduce more variation anduybdefects. In
most cases, product implementation costs are Hiregdated to process capability. The most popplacess capability
indices areC, and Cy [10]. Machine tool capabilityC, and process capabilit§, are used to determine the work
efficiency [11]. If these indices are less than, i@ process capability is insufficient. When bGthis more than 1.0
andCy is less than 1.0 process needs to be adjustedn WithC, andC, are more than 1.0, process variation fits to
tolerance limits. Process capability indices egoal.0 are minimal requirement for each producerydver indices
equal to two, are accepted by many companies.

In piece and serial production oft€p = 1+ 1.33, because companies are using a cost-of-peity|strategy
that attempts to bring costs to everyone’s attendi® a basis for corrective action. In mass ant-hig production is
used to keeg, = 2, because investments to quality costs quibigproduction volume of parts.

C, andCy are defined by the following equations [10]

USL-LSL
C, =————, 1
b Py (2)
and
Cpk —min USL- X’ X- LS @)
30 o

whereUSL — upper specification limit, mn;SL— lower specification limit, mmg is the process standard deviation
or overall process variability, mnX is the mean value of the whole process paranmeter,

The value of process capability indices is calmdafor each operationcg“" =1 and C[™ =2 are the

minimal and maximal values of the acceptable cdipabindices seeking the minimal process costs. Thécal
operation is that which has the minimum value&Cgindex. On the other hand the means of processiapandices
with process costs are related:

®3)

{0< S< Sha S - min,
p

cp"sc,<Ccr®, C, - max

whereS;.« is the biggest acceptable costs of an operatiomey units;C"™ =1.33 and Cpmax =2 are the minimal and

maximal value of the acceptable capability indijde.

Contradictions between DFA and DFM approache® aisaiming reducing manufacturing costs. Simpidyi
the assembling process designer reduces the nuafbproduct parts inducing the other parts to becanme
complicated. And in other hand, simplifying manuéaig part shapes invokes more complicated prodasembly
process.

The solution of this conflict situation and seamhthe best version require generating a vital bemof
product and process alternatives checking tgiand S acceptability. Manufacturing cos&forecasting method of
product P; applying research [4] has been used.

Product’s parts manufacturing and assembly opmeraiine forecasting is related with statisticaledgt?]. The
fabricating and assembling operation time in dgvetbDB is statistically defined by process chartd appropriate
machines and tooling are fixed by considered comegamesigner having process capability and manufag cost
data is able to compare each product and procesaative and make a true decision.

Today’s marketplace raises specific requirememtmanufacturer. New product should be not onlydsetiut
also it should be cheap. In some cases collaboratiogs better results than working alone. Seekiest results in this
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area, the aggregate logistic function should beleyegd. To have good relationship among partnerg. (Bl some rules
should be obtained:
1. Every partner must create the add value;
2. Partnership must be based on reciprocal trust andfl;
3. Must be minimal investment to have utmost gain;
4. The relations among partners should be based an log

In case that SME1 produces products from sheealnpatrts, it could have relationship with SME4 that
produces auxiliary equipment. If manufacturing vo&uis big, for some parts manufacturing could helved SME2.
For painting operation and packaging SME1 and SKM&2 relations with SMES3.

When specific part (TV plastic case) and processesneeded the SME5 with specific process could be
involved. In this case SMEL1 arranging relationships some possibilities:
1. both part and mould manufacturing consign to SMES5;
2. only moulding consign to SME5 and design and preduaould by itself;
3. moulding consigns to SMES5, by used mould from sdeloand and repairs it in SMEA4.

p Customer

Large companies

Large companies

Fig. 1. SME network: SME 1 — Product manufactu®ME 2 — sheet metal stamping; SME 3 — Powder ipaint
packaging and transportation; SME 4 — auxiliaryipment producer; SME 5 — Plastic parts molding

When selecting partners, the process capabiliticés and manufacturing costs should be checkednyf
machine tool has acceptable ind€ and any manufacturing process has acceptable i@jgxbut both have
unacceptable cos$, it means they are not competitive for the congidepart or component. In such a case, it is
necessary to look for other more competitive preceschange component design or select other partne

The developed industrial logistics functions haeen tested in two Lithuanian manufacturing compamiith
different products and parts. Both companies apvdyming sheet metal products and components.

3. Results and Discussion

Ten similar products of low carbon sheet metaickifiess 1-2 mm) designs with various geometricainfo
size, dimensions, parts tolerances and surface gopainting has been considered. Some of thesaugi®dnd their
basic data are shown in Table 1.

Considered processes were traditional stampingtlamdnodern CNC Laser cutting, punching and bending
machines. The products assembling applying riveéind welding operations in specialized manually aslibtics
operating work places have been arranged.

The problems arise not only in part manufacturimgf, also in painting, assembling and packaginggsses.
Table 1 shows the data of critical operations aefiduring research. CNC Laser cutting operatioslats and holes
has badC, values (less than 1) for considered parts whilertst operations have suitable indices of machioé t
capability. The reason of insufficient process ¢alig indices is operators and engineers’ low Is&ild random errors
of cutting process. The necessity of the applicatth CNC Laser cutting operation in small volumedarction is
defined by part geometrical form and design featpexculiarities.

Table 2 shows the manufacturing cost of most cmad parts produced by CNC Laser cutting, CNC
Punching and CNC Bending machines. These machieeased when production volume is up to 1500-256043
per year. When production volume exceeds 2500-p0€Xes per year, then the purposive consideradioecessary to
carry out selecting traditional presses and die€NEC laser cutting, punching and bending machiméstorhe part
material, size, complexity of geometrical form,et@nces is main factors for decision making appglyandeveloped
aggregate function. The manufacturing time andvdeji deadline are decisive criterion selecting &oen available
two options. When production volume is greatly lwig¢hen 2500-3000 pieces per year, it is bettars® traditional
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technologies applying presses and dies. Such czinalwoverlaps with the research of other investiga{13] that
worked in sheet metal industry of Finland. These&rch shoes that employee empowerment in HMS babstantial
meaning in all product and process developmengg¢yeiparticular, when CNC machine tools dominate.

Table 1
Basic principal data of considered products
No. Product type Different Party Most complicated Operation e,
number part feature Accuracy, mm
1 Laser cutting+0.1 {0.92
o Holes and slots Punching+0.1 21
®™ |Contour and | Laser cutting+03 | 1.3
\ 9 5 2 Positioning Punching+0.3 1.8
‘} s E All operations | Stamping+0.1 2.3
g\ Bending £0.3 2.4
2 .
\ Laser cutting+0.1 |0.96
O, /\ / Holes and slots Punching+0.1 2.2
&N\ @ o
G ° Contour and |Laser cutting£0.3 | 1.3
N Positioning Punching+0.3 2.4
-] +-O 10 2
@ | All operations | Stamping+0.1 2.4
e Y o
O 77
Bending £0.3 2.3
3 .
Laser cutting+0.1 |0.97
Holes and slots| g\ hing+01  |2.25
n |Contour and  |Laser cutting+03 | 2.2
3 | Positioning Punching+03 25
6 z
§ All operations | Stamping+0.1 2.3
Bending £0.3 2.3
Table 2
Manufacturing cost of considered parts producedaripous CNC machines
No.| T h | Perimetet Number| Punching Laser cutting Bending| Total cost (punching Total cost (laser cutting
N of bendqd cost, € cost, € cost, € & bending), € & bending), €
130(0.011] 1038 5 0.450 - 0.712 1.162 -
120(0.027| 1720 4 0.531 1.84 0.572 1.103 2.412
151/0.015] 2192 8 0.613 2.34 1.134 1.752 -

4, Conclusions

The growing complexity of new products and stiingpetition in marketplaces enhance the demand to

minimize product and process development costslatidery time to customer in all stages of prodifetcycle.

The proposed aggregate functions will reduce tis& of implementing new products, processes and

operations. It was shown that capability and martufing cost analysis helps to determine the gbifibr
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manufacturing between tolerance limits and engingespecifications. Capability and manufacturingstcanalysis
gives the needed information to choose the rightpa

The developed approach, unfortunately, has soméations; the main of them being a relative narrow
consideration area of manufacturing systems, ptsdaied processes to which it could be applied. reutvork will
focus on the expansion of the variety data andifeatin the developed aggregate functions, inqaati, the number
of product types, processes and operations aimingé¢rcome the existing limitations of proposedrapph.
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Abstract

Axle’s quality renewing estimation methods are eswéd in this article. New axles renewing methodapeater
counting system is offered according to this system
KEY WORDS: wheel renewing, quality estimation method.

1. Introduction

Possibilities of axles renewing increase werectest to evaluate various axles renewing type guaii&thod
usage perspectives. That why various works of iiffe organizations and axles renewing type quaiiimation
methods were analyzed.

2. Axle Renewing Quality Level Estimation

Comparisons and renewing type quality level esionaafter axles renewing method classificationeverade.
Rational renewing choosing method is shown in Eigin the first stage comparisons are made in éxgertal way.
Piece RPindexes were used, which allows using this metinoother wheel renewing fields (P1), thermo-renepia
600 HB (P2), to 350 HB (P3), economical renewingvbkel with run surface defects (P4), physico-maitz wheel
rim character renewing (P5), constructional toohdicity (P6), tool constructing and adjusting heess (P7),
formation of comfortable and transportable shavii$), shaving remaking necessity (P9). Total indezee
formulated:

szn:Rki ()
i=1

where:P,; - piece index in gradek; - piece index ponder ability coefficiemt; number of used piece indexes.
There are 3 types of estimating every total indemntity: estimation of all piece indexes; not mstiing
hardened wheels to 600 HB renewing; not estimgimgsical-mechanical wheel rim quality renewing.
According to recommendations of standard GOST1648ltotal value index is equated to O if at learst
piece index is equal to 0.

Renewing methods

Y Y
By program Cutting tools Combined

v A 4 \ 4
Quality estimation according to the results of ekpental method

A
Generalization and comparison of renewing methadrpaters

A 4
Establishment of optimum limits by using renewingthods

A
Economical renewing method estimation

Fig. 1. Scheme of choosing wheel working renewirgghods
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3. Renewing Method Parameter Counting

Renewing method parameter counting is made bkitteematical analysis processing method base. Bmsec
given for the wheel run surface geometric profdeewing could be formulated (2):

w
YRy )
where T, — basic time;W — cut metal thickness/ — cutting speeda; — mean off-cut thicknesdy — total off-cut
thickness.

Cutting speed/ and average off-cut thicknesgwehich describes cutting edge length unit averaggnsare
main cutting process physical parametdrs; product describes cutting edge length unit pokis#si of analyzed
process. Total off-cut width b defines detail antltparameters.

Va, product size depends on various tool work condgtishaving processing and system strain. Tool work
conditions and shaving processing which affect$ wemr off and allowable off-cut thickness could described with
track length { which every cutting edge point goes through wigad unit erupting cutting and general track ldngt
which one cutting edge during all the processingopegoes through. Off-cut width describes strajistem condition.

It is known that for all processing methods maitting power R is proportional taa; in degreey and tob in degree
which is close to one (3):

P, =ca’b ©)

Comparing methods while working with equal thickseff-cut the processing system strain conditisifishe
found by all the time working total off-cut width
Earlier mentioned processing indexes to the bi@sie T, and T, expression trough these indexes reflects in
wheel run surface profile processing scheme corsparanalysis methodology. Usually finding basicetithe
out point is the push size. Even using the samegssing methods depending on cutting edge geotaetrpf
pushing side has different opportunities. For examwhen there are the same cut speed and the sattie
off-cuts, grinding knife of whiclp = 15° can work 3.3 times bigger push than knifevbfch¢ = 60°. Push can
have different physical meanings and can diffemfm@al size very much when there are different @seing
methods.
Investigating and comparing different processinghoés it's necessary to know three main physicatess
parametersg b, v) dependency of technological parameters @sutting depth, detail turn frequencyg, tooln,.
Later the total length of all at the same time vimgkcutting edges is taken instead of total offswidth when
this size changes during cutting process it is $&ary to take average meaning (4):

b=phZ 4)

whereZ — number of at the same time working cutting edbes off-cut width.
Average off-cut thickness

w

a =
tolmy

(%)

wherel,, — the way which all the cutting edges goes duaiththe processing timen, — detail cutting surface length.
This investigation and optimization of amount paeters was done before evaluating them by comparing
method. Economical valuation is being made in texels:
. conditional wheel department;
. girandole.

4. Axles Renewing Method Quality Comparing Resultin the Way of Experimental Method

There are shown meaning of coefficients whichadtr@ched to piece indexes (Table 1).

Counting concentrating indexes in 3 ways showed ¢imly 9 of all the methods can be used in praegss
axles which have strength of 600 HB. The methodseobnd and third groups are included too.

At the same time account of such piece index asipal — mechanical rim metal property regeneration
reduces number of used methods to 4, where allaheefrom the third group. The biggest concentgatmiex meaning
is got during shape willing with the mill, which siaery hard material (milling — grinding) with timeo processing
(3.5 method, Table 2) which helps regenerate physianechanical run surface property and cut-iffilerbigh speed
grinding shape with outside wheel touch with themnocessing (3.6 method, Table 2) which helps regea physical
— mechanical run surface property.
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Table 1
Ponder ability coefficient meanings

Types of establishing concentrating Column number from Tableczozprgizcr)&gfpondmg mepofrconcentrating
i i
indexes 3 4 5 6 7 8 9 [ 10 | 11
The first (with all indexes) 0.5 1.0 1.5 2.( 25 50| 05 1.0 0.5
The second (without 4-th column) 0.5 - 1.5 2,5 3|0 0.5 1.0 1.0 0.5
The third (without 4-th and 7-th columns) 0.5 - 2.5 3.5 - 0.5 1.0 1.5 0.5
Table 2
Methods of establishing concentrating indexes
Piece value indexes which .

Number describe opportunity ToElvElE e © 0 SEsaLl
and : Indexes | Indexes
group | Number and processing method name, | | ol b 4l ps| pe| p7| P8 PY iné*e”xec without 4" |without 4",
name 1 column | 7" column

Grade estimation of piece indey Estimation of all indexes in grades
k2 2 314|5|6|7|8]|9](10f{12] 12 13 14
o |[1.1 Grinding with the template one or
g few knifes installed consecutive tothg 5| 0| 3| 3| 0| 5 5 4 9 0 0 35,5
o |axles
s . - .
= 1.2 Grmgimg Wlth the template one or 3lolalalol 3 8§ 4 4 0 0 395
§ few turning knife heads
= 1._3 M|II|ng with the tem_plate one or feyv3 ol 3l 3| ol 4 4 9 = 0 0 355
c mills installed consecutive to the axles
a 1.4_1 Milling with the template transversaé ol 3l 3|l ol 4 4 9 = 0 0 355
8 |knifes i '
& [1.5 Grinding with the template few i
2 |knifes installed on different axles sides5 01313105 3 14 9 0 0 355
£ 1.6 Grmdmg with the template few s3lol al al ol 3l 5 4 - 0 0 40.0
= |turning knife heads
- = - -
2 1.7 Mllllng with the. template few c;hsc slol 3l 3l ol al 5§ 9 ¢ 0 0 365
@ |mills installed on different axles sides
8 (1.8 Milling with the template few
09_ transversal mills installed on different| 3| O 3| 3| Of 4 5 § 4 0 0 36,5
axles sides
2.1 Grlndlng with one or few long knif slol3lolol 3l 3 34 4 0 0 0
in ray direction
2.2 Grlndmg Wlth one or few long knif 3lol3lol al 3l 3 34 1 0 0 0
in tangent direction
o |2.3 Outside spiral grinding B D I3 10 [0 (3 |3]3]3 ( 0 0
§ 2.4 Inside spiral grinding 3 0D B 0 |0 |3 |3 (3]3 ( 0 0
=) 25 Qut5|d§z milling with one or few 5ol 3lolol 3l 3 9 ¢ 0 0 0
‘S [shaping mills
< ﬁ.G Milling with s.haplng' m|II§ whlch alsl sl 5l ol o 4 9 4 0 0 47,5
s ave hard material — mill-grinding
§ 2.7 Inside milling with shaping mill 3 0B P[0 I3|H]|5 0 0 0
g) 2.8 H|gh speed cut-in profile outside 5155|550l al 4 9 ¢ 0 0 48
? grinding
§ 2.9 H|gh speed cut-in profile inside 3155l 5l ol al 4 9 ¢ 0 0 47
© |grinding
@ [2.10 Cut-in profile outside grinding b 5 |5|5(0]|4]|5]4 0 0 48
2.11 Milling with the mill set (angular,
shaping, transversal) fixed in differenf 3| O 0| 3| Of 3] 3 § 4 0 0 34
axles sides
2.12 Rup profile processing with olololol ol a 4 4 4 0 0 0
processing tools
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1 2 3|14([5]6|7(8]9]10]11] 12 13 14

3.1 Grinding with the template one or
few knifes fixed into axles consecutiv{
using preliminary thermo processing | 5| 0| 3| 5[ 0] 5 5 3
with inductive heating to increase
processing

3.2 Outside milling with one or few
shaping mills with preliminary inductiye5 | O 3| 5| 0| 3] 3 1§
heating

3.3 Grinding with the template one or
few knifes fixed into axles consecutivg
using preliminary and after processin
thermo processing which helps to
increase physical — mechanical run
surface property

3.4 Outside milling with one or few
shaping mills using thermo processing
after processing which regenerates | 5| 5| 5| 5| 5| 3] 3 1§
physical — mechanical run surface
property

3.5 Milling with shaping mills which
have hard material — mill-grinding usinég | 5| 5| 5 5| 4| 4 §
thermo processing after processing
3.6 High speed cut-in profile outside
grinding using thermo processing after5
processing which regenerates physical™—
mechanical run surface property

3.7 Grinding with the template one or
few knifes fixedinto axles consecutive .
using plasmatic heating for the surface
which is being cut

W
o
o
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v
o
o
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5| 5| 5|55 3 5 3 46 48 45

[d%)

(Al

48 49 47

Combined processing

(Al

49 50.5 48.5

5| 5[5 5 5 4 3 § 49 50.5 48.5

Results of counting concentrating results allovtether analysis choose only these methods whietbatter

than other methods and now are used regeneratieg exn surface profiles. This is used for grind{tgl), milling
(2.5) renewing methods and also cut-in profile hégleed methods (2.8) which all are of the thirdugrd means all
that is combined processing.

5.

1.

Conclusion

Axles renewing method quality estimation methodioffered which connects next main stages:
« Type quality estimation using experimental estioratnethod;

* Renewing type parameter optimization and comparing;

« Determining rational edges of renewing type using;

« Economical renewing type estimation.

. Carried out profile renewing quality method compgriactually is estimation of experimental methodetivbds

chosen for further analysis are better and moretiped that are grinding, milling methods also autprofile high
speed grinding method and combined processing msthith sourcing extra energy. The preference dodbe
cut-in profile grinding method with thermo procegsiwhich has the biggest manufacturing processergéion and
allows processing axles with defects more econ@nit regenerates physical — mechanical axles rdacgumetal
property which allows increase axles resources.
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Abstract

Efficient transport system increases safety, impsometwork efficiency and stimulates intermodalitlyich reduces
transport impact on environment and makes citiererattractive. In order to be and successfully afgein the market
it is necessary for public transport companiesoimk|for and implement new management models irr thystem.
Involvement of stakeholders in supply of publicsport services, i.e. what level of relationships rreeded between a
transportation company and its various stakeholdergcessary in order to meet the main stakeheldmssenger —
needs. Consequently, as to supply the passengér beist service, relationships between differenkettalders
(municipality. public transport company. state.d@aaintenance service. etc.) are of vital importanc

KEYWORDS: public transport, management, stakeholders, sergatisfaction of needs.

1. Introduction

New global challenges have pushed public transiptot the front line. In several European countriegs
networks recorded strong growth in ridership durR@D8 [1]. Therefore cater for demands on two ®ofirstly,
expectations of quantitative and qualitative saniimprovements, which call for a rapid respons¢him short term;
secondly, in the medium term, a quickening of taeein terms of, research efforts.

How carefully does a public transport organizatiisten to its customers and other stakeholdersryjewne
says they listen but do they actually hear whatr yaustomer is saying? Or do they tend to filtertoon®r needs and
expectations through old paradigms, twisting whagtemers say they want to fit what you thought thented, or
what you hoped they wanted, or perhaps what y@adir provide?

2. Management of Public Transport Organizations

When faced with the necessity to travel, an irtiiel’'s natural desire is for a personal mode afdpart that
is flexible, independent and that is perceived ast.fThe only reasonable way in which to reconaildividual
aspirations and the will of all stakeholders in lpulransport, is to provide public transport seesd of the highest
possible quality in a way that will persuade a éarmimber of inhabitants to resist the temptatiomige individual
modes, to resist the temptation to use individuades, to give public transport a try and becomaileggpublic
transport users. The improvement of quality presgmisitive stakes for all the stakeholders conakrtiee public
authority, the clients, the operators, the comnyuaiitd others. Any such action to improve qualitiuraly comes at a
price of all stakeholders. However, it must be sasran investment whose beneficial spin-offs fa& ¢ommunity,
passengers and operators will easily justify themitment. Competing with other modes of transpatatespecially
the personal car, requires understanding what gaddic transport service is and why it is importght 3]. The first
question is, “What is customer service and how allic transport service meet customers’ and ostekeholders’
needs? Clearly, customer service means more thtinguehicles on the street. In the broadest senstomer service
is doing whatever it takes to satisfy passengezsvi& quality is more elusive than product qualBgcause human
behavior plays such an important role in servicalit it cannot be dealt with as much rigor anégision as one
would engineer a manufacturing process so as tdugeconsistent products [4, 5]. However, as coessiand users
of both products and services, we have no troud®atifying what is important to us. Customer satiibn or the lack
thereof, is the difference between the servicesoousr expect from public transport system and #wises they
perceive they are getting, all the time comparinglic transport services to alternative modes avdt. While most
passengers do not expect public transport serticeg as convenient as a personal car, they okpect them to be
more affordable. They have every right to expeat buses will arrive on time, be clean, comfortablde, and that the
whole process of using public transport will be erstandable and responsive to them as users.

The second important question is the one this pap&ends to answer, “How can public transport
system/company be managed to ensure stakeholisfastbn? If there is a problem in organizatidrere should be a
tool that could help to design, build, or retoghraduct or service to precisely align with whatkstaolders wants and
expects? A tool which takes stakeholder demandts a&nergy source, and focusing those demandstsntiy that it
can cut through old modes of thinking and operatinginpoint a product or level of service thatyrwill satisfy your
customer [6, 7].
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The problem can be solved expanding the paradigousiomer and satisfaction of its needs by comgiit
into paradigm of stakeholders and satisfactionheirtneeds, i.e. organization’s customers shoulddmesidered all
important stakeholders and their needs should keinrithe way as not to violate their interests [8Fnis is quite a
complicated task because the wide range of statetobrings together different interests but halizaiion aspects of
them are not analyzed enough by scholars and tkeme consensus on methodology how to incorporéferent
interests into organization’s goals and how satigfgustomer needs to satisfy important stakehatdeds.

The example can be set on this matter. ISO 9000:38andard, the requirements of which are obliyats
only orientated to customers and necessity offaatisn of their needs. ISO 9004:2000 standardadlyespecifies, that
.the success of the organization depends on uratetistg and satisfying the current and future nesdisexpectations
of present and potential customers and end-usergiell as understanding and considering those ledranterested
parties* (ISO 9004:2000). However, this standarovjates only guidelines for performance improvemeamy is not
obligatory only because of the absence of stakehddtisfaction methods.

Methodology of meeting stakeholder needs mustrbergled on organizational management that shoatddr
the premises for creating value to stakeholders ewehtually meeting their needs [10, 11, 12]. $atiton of
stakeholder needs is a multidimensional processefilue certain criteria must be identified and addpto
organization’s processes to ensure efficient omggditinal management in the context of satisfactibstakeholders
needs. These criteria will allow to collect and lgpa data on the quality of organizational procesgertinent the
capacity of stakeholder value creation and to ifietie need and ways for process improvement. Hewethere is a
lack of criteria that could cover the most impottatakeholder management aspects and allow dewglobiis
complicated, multidimensional relationship netwatffectively harmonizing and integrating stakehold#erests in
unison with the implementation of organizationalgo

Involvement of stakeholders into provision of patitansport services is necessary to assure thassenger
as an important stakeholder would be satisfied 4, Therefore, it is necessary to implement neanagement
models in order to achieve good results and crealige to stakeholders. It is necessary to idergtifg structure the
criteria of meeting stakeholder needs, and to athegwh to organizational management and activitg@sees. Thereby
the issue of satisfaction of stakeholder needsesed from organizational aspect and is confine@rganizational
management and activity processes. The posititaken up that in order to create value for stal@drslit is necessary
to identify criteria that organization could follom its activity and consequently generate premisgsefficient
management of stakeholder relationships and f@sfaation of stakeholder needs.

Particular stakeholders or their groups could tirdyuished in public transport enterprises. Ayvéarge
impact on the decisions of the public transporegises has not only typical stakeholders (custeraad end users,
employees, owners and investors, suppliers anchgrart community) but state institutions and locatharities
(municipalities) as well. Unlike other organizatiopublic transport enterprises experience grefdeénte from state
institutions and local authorities in their decisitaking, organizational management and performamberefore,
public transport enterprises have particular stakkdrs with the specific relationships and influenand it is important
to know how to align and satisfy their interest@n€equently, the research carried out on the examplpublic
transport enterprises will help to solve the aniglalgproblems of other organizations, which haveaken number of
stakeholders and their groups.

3. Empirical Study

After thorough analysis of academic literaturedesia and their indicators were identified. Theyl wenerate
the premises for satisfaction of stakeholder negdsublic transport companies and can preconditienvalidity and
reliability of assessment of organizational proessand activity in the aspect of stakeholder satigfn and reveal
strengths and weaknesses of these processes.

In accordance with identified criteria and theidicators the questionnaire was designed and chasem
research tool at four successfully operating pubbmsport companies. The questionnaire compriSestdtements
(indicators) which are derived from ten criterimmcerning the satisfaction of stakeholder needs:

1. Senior management belief that relationship buildwigh stakeholders is important to bottom-line s&x (9
indicators).

2. Time spent by managers communicating about buildégtionships with stakeholders and shared inftiona(4
indicators).

3. Employee readiness to keep relationship with kalgettolders and responsibility (5 indicators).

4. Organization’s culture support for personal valaed needs (8 indicators).

5. Organization’s orientation to satisfaction of staddeler needs (4 indicators).

6. Organization’s actions ensuring stakeholder satiifa (7 indicators).

7. Organizational systems set up or redesigned tosstfige mission (5 indicators).

8. Organization’s policies geared to long-term suc¢2dndicators).

9. Care for environmental issues (1 indicator).

10. General assessment of stakeholder approach irganiaation (3 indicators).

The questionnaire is designed in such a way tmathigher point for statement reflects the morécieffit
satisfaction of stakeholder needs and vice versdotiver point for statement reflects lower effiaggrof organization’s
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activity concerning stakeholder satisfaction. Fbiggest public transport companies in Vilnius anduKas were
chosen to carry the survey.

The research data was statistically processedaligttc programme SPSS 12.0 and by Microsoft @ffitxcel
2003. Data is analyzed according to the resultewary indicator separately taking into account dmnion of
employees and senior management. Later the sarmsedwn® was done to the categories/dimensions teameh was
carried out in four public transport enterprises.

Comparing all the nine dimensions/categories efghestionnaire the highest percentage from emptoget
these category: organization’s orientation to fadtison of stakeholder needs (54,4 percent). Tighdst rank from
senior management got following categories: orgdional culture support for personal values anddsge
organization’s policies geared to long-term succéd30%). However, the highest ranked employee oayeg
organization’s orientation to satisfaction of stadleler needs - was evaluated by the managersvediathigh too
(96.9%).

The lowest percentage of the positive answers ffmpoint of employees got the categories —orggdioiaal
systems set up or redesigned to support the mig8i®11%) and organization’s policies geared to Hergn success
(40.8%).

It is necessary to say that employees and seraoagement’s opinion on this position was differbegause
from the managers this position got the highester@age of the positive answers and from employleedowest
percentage of the positive answers. The lowestepéage of the positive answers from managers gegoses:
employee readiness to keep relationship with kakestolders and responsibility (82.5%) and time spgrmanagers
communicating about building relationships withkstaolders and shared information (84.4%).

When analyzing and comparing the indicators (goes}, the highest evaluation got organizationiedar its
reputation in society X = 4.04;M. = 4; M, = 5). Actually, it was the only indicator that gobre then four points from
the employees. There were more indicators relativehked high: employee knowing the organizatianission and
goals (x = 3.97;M. = 4; M, = 5) and two other indicators that got the sansellts: organization’s aspiration is to keep
relationships with the stakeholders and organin&igoal is to satisfy the needs of stakeholdérs=(3.91). Senior
management’s opinion was different again, they ednkhe highest other indicators: analysis of thetamers’
complaints & = 4.88), care for employees, employee trainingmagrent update of company’s range of services,
employee motivation to keep relationships with stekeholders and organization’s policies gearddrtg-term success
indicators were ranked equally € 4.75).

The lowest ranking from employees got these indisa transparency of pay system £ 2.69; M, = 2.5;
Mp= 1) and employee granting and initiative stimulat{égrn= 2.79; M, = 3; My = 1).

Senior management again had different opinion emtked the lowest these indicators: manager's pay
dependency on the success of the relationship thiéhstakeholdersx = 3.13) and following indicators as funding
relationships with the stakeholders, including caragion with the stakeholders into the functiongutations, and
settling accounts with the suppliers in time weneked equally ¥ = 3.25).

4. Conclusions

Efficient public transport system and its manageimglay a very important role in increasing safety,
improving network efficiency and stimulating intesdality which reduces transport impact on environtrad makes
cities more attractive. Even with the constantlgr@asing number of private cars public transport pkay a very
important role as efficient management of publmsiport system is vital to rapid economic growtti people welfare:

When analyzing and improving the operations ofligutbansport companies under the research theuldho
pay attention to the ranked lowest indicators aategories as well as find reasons for this andlifiéerent opinions of
employees and senior management.

When pursuing the goal of the empirical researeh,to reason the premises for satisfaction dfedtalder
needs in organizational management, the researshltserevealed that the questionnaire can assuliditya
representativity and reliability because relatigere mean error is significantly lower then 10 patcwith 95 percent
of the fiducial probability. This means that iddietl criteria and their indicators concerning tregisfaction of
stakeholders’ needs (on the basis of which a quesdire was designed) allows to reliably, objedyivend validly
assess organization's process orientation to stdkels’ needs satisfaction and to disclose itsngties and
weaknesses.
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Abstract

The paper presents results analytical investigatiminstatic loading curves approximation. Dependgenéor of the
static tensile curves approximated by power fumcéiocuracy improving are proposed in this work.
KEY WORDS: tensile curve, linear approximation, piecewise-sineapproximation by power function.

1. Introduction

Test curve of material at static tension are ole@iby automatically it recording in coordinates e. This
curve may be divided in two intervals: elastic lwag when o <o, and elastic plastic loading & = f(e). When

0,>0y, 0= f(e) may be expressed by polynomial or power type fanctBecause at elasto-plastically deformed

zone the parameter of material hardenifyg< E strain intensity strongly depends on limit elagtiof materialsdg,.
Therefore relative stress&s =0 /o, and strainse =e/e,, are frequently usede(, =o,,/e). In this case stress and

strains values may be determined by dependence® o ande=g,€.

For stresses and strains calculation the lineapigcewise-linearly approximated curves and curves
approximated by power function are frequently used].

2. Analysis of the Approximated Curves

The parameters of material hardening in elastistid zone depends on type of approximation depands
accepted maximum strain valu®, = e,,/ e, of approximation curve. For stress strain stateutated under static
loading and determination of cyclic elastic plastading diagrams parameters, when rate of cycbp@rties changing
is not large,g,s = 0.025 — 0.03 can be accepted. When rate ofccpebperties changing is large for cyclic softening
materialse,s = 0.025 — 0.03 and for cyclic hardening materialg,, = 05¢,, (€,,; is the minimum value of tensile

strain which correspondg;,) [3]. For stress strain state calculation at statiditeg whene > 0.03, the parameters of
approximated curves mast be determined by acceptirge,; .

The most exactly parameters of test curve cormedppiecewise-linearly approximated curve (Fig.ld)this
case, wherg <e<g,,,

og=a +he 1)

wherea, andb; are parameters of materials calculated by formth@s% anda, =0, —-8b [2, 3.
€a1~8
From Eq.(1) follows that parametby in initial stage of elastic plastic deforming degses more intensively
with increasinge . Therefore, in this loading stage lesser valugdiftdrenceg —g_; must be accepted.

In this case value elastic stress of approximatetle is equal to experimentally determined vatewhich
corresponds,; =0, / E+0.003. Values of strain€ = (1; 1.25; 1.5; 2.0; 3.0; 4.0; 5.0; 7.8); may be recommended.

Stress strain state determination by using piese\imearly approximated curves is sufficiently qoicated.
Therefore, this curve often used in finite elememéthod (FEM). For simplifying stress determinatibnear
approximation and approximation by power functioh dependencec=f(e) are frequently used. In this case
approximated diagrams rather approximately cornegdfio tension curve of material.

Linearly approximated diagram may be obtained froBg.(1) when & =1, &,=¢€, and

b =E =% =fL_i' (Fig. 2, line 1). Then stress in elastic plastogl<e <€, is determined by dependence
e —_—

sn

o=1+E(e-1) (2)
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Fig. 1. Scheme of piecewise-linear polygonal apjpnation
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Fig. 2. Tensile curves approximated linearly (lijeand by power function (curve 2) in coordinates €

When test curve is approximated by power funcffig. 2 curve 2) stress in elastic plastic zondatermined
by dependence

g=gm 3)

wherem, =lg o, /lg&,, is parameter of materif2, 3.

Curve approximated by power function (3) betterespond test curve than th& line. From Eq.(3) follows
that in coordinate systeig o —Ig€, that stress7 linearly depends oe .

From Fig. 2 follows that maximum error in relatiweordinateso — € is in initial zone of approximated curve
when elastic plastic strain is small. This erroyrba decreased by increasing limit elastiaity> o, of approximated

curve. The parameters of approximated tensile conag be determined from conditions:
1. Work of the internal forces calculated by using &l approximated curves is the same;
2. The summary areas in interval of strdin € <&, between test and approximated curves, displaceerland upper

approximated curve, must be equal £ e/e,; €, =¢,,/&,) (Fig. 3).
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Limit elasticity of approximated curver, >g,, and e, =0g,/E is determined from the"2condition by
approaching method]. In the £ approaching may be acceptsﬁ) = (aet +JO‘2)/2. Then from Eq.(2) dependence

7 =1+E -1 (4)

. . ., = 0O
is obtained, wher&' =o/0, and E] = —=—

Linearly approximated curve in coordinatgs-€ satisfactory correspond material test curve (8jg.
Stress and strain in coordinates e may be calculated by dependencies 0,0’ ande=¢e,€" .

When E, =0 and0< e<e,, by Eq.(2) is obtained Prandtly’s diagram
o =0, =const whenexg, (5)

wheregy is yield strength.
In the £' approaching may be accepteq = J,gl). For external force determination at elastic ptdstading oy
may be determined from thé' tondition. Theng, = (00_2 + aut)/z [4].

Analyses of deforming curves approximated by pofugrction showed that it may be more exact when
approximation is made in such manner:

+ strain zone0< e< e, is divided into tree intervals: J<e<e,;2) g, <e<e and 3)g <e<e,;
« e=ele,, &,=1,¢=¢l/e, andg,=¢, /e, are determined;

« o0=0loy, 0,=1, 0,=0,/0, ando,, =0,/ 0, are determined;

* stress

cal — € (6)
wheng <e<g,, is calculated
whereg minimum value of strain when Eq.(5) valued (Fip. #y ., = Ig@/lg_es—”;

2 €2
+ parameterC, = 0.5(502/ Oo2cal T Osn! ﬁsncal) is determined;

e o o o a a aw aw -

0 1 e &

Fig. 3. Linearly approximated tensile curve in atinatesg’' - €'
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* stress

7=C,& 7

when g <€ < g, is calculated. When for stresses determinaticeréon of deformation is used accuracy of Eq.(6)
may be increased by using the variable parameter

€
CU = Ca 02 T Mo Ig—_ (8)
€02
- _( ) ésn .
where Meo = Megm = \Cosn =~ Coo2 /g s’
02
* wheng, <o <0, andC, =const strain€ is determined by dependence
5 1/'Tbcal

e=|— 9

where @, is relative stress which corresponds str&@n When parameterC, # const, € is determined by

approaching method. In th& &pproaching may be accept@&) =C,m:
* whene<#g stress and strains are calculated from equations:

g=g"; g=g'/™ (10)

wheremy, =lgog; /19§, .

Scheme approximation of the grade 15Cr2MoVA steekile curve by using Eqs.(7)-(10) in coordinates
lgo -lge, when g,= 490 MPa,e, = 0.00256,0; , = 560 MPa,ey ,= 0.00456,0:, = g,: = 725 MPae, = e, = 0.12, is
shown in Fig. 4. Minimum strain value, when Eq.(&lued, € =125. From Fig. 4 follows that tensile curve
approximated by using Egs.(7)-(10) showed a goadexgent with test curve. This curve more exactlyespond the
1% condition when value#,, and g, in coordinatedg o —Ig€ are determined by using method of least squares.

2,0

[+

1,8

1,7

1,6

[¢]]

ut

1’5 G- b1-O

1,4 4'/, - ut cal

ANARNAN

Wo

1,3

N

W e
\
NANAR
\NE

1,2 e~ //

R

G0,2cal

1,0
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Fig. 4. Scheme of tensile curve approximation bwg@ofunction Eq. (3) and Egs.(6)-(16¥— Eq(3}x— Eq(6);
———Egs.(7) - (10)—-—-— Egs. (1}©), wheno,, andg,, are determined by using the method of least sguare
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Accuracy of this curve is negligible less thenuaecy of piecewise-linearly approximated one. Tfaree this
curve is recommended for analytical stress straite £alculation at elastic plastic loading.

In tensile curves, approximated by using Eqs.{O)(is acceptedr =F /A, ande=41/1 (Aqis initial cross-
section of specimen). In mechanics of plastic daeiion in metal processing tensile curve of truessto’ and true
strain €' = In(1+ e) are used4]. The true stresgr' is determined by estimating decreasing area ofism® cross-

sectionA at static tensiond' = F, / A). In this cases’, =s, ande€!, =€, =In[l/(1-¢)] (s is fracture stress at static
tension;y is relative decreasing of cross-section arearsileeloading).

Approximated tensile curveg' —&' may be determined analogically as tensile cur@ese by substituting
0., &, instead ofg,, &,. For construction of curv&' —-&' when e< 0.035 may be accepted' =€. In this case

for approximation Eq.(3) and Prandtly’s type cufregjuently used.

—t

3. Tensile Curves Approximation by using MechanicaProperties of Materials Presented in Standards

From Eqs.(2)-(10) follows that for tensile curvgpeoximation the parameters, €., Jo2 €.2 Ou €, ¥
must be known. But parametess e, €., €., Sk there are not presented. Its values approximately ne calculated
by equations:

1/(1-mp)
g —
s =0,(+149); o.= [(—)_4oo+i}2 - ] L ew= |n{1/(1—¢/—‘;m o H (11)
0,2 K 02

0,75Ig(sK /002)

whereey, is maximum values of the homogeneous strain wbichespondsy,; m, =

lg ! In 1
0,,1200°+0,002 1~y

These equations are obtained in wigkfor grade steels whek = 2[10° MPa. Straine,, = €,,, = 0.8¢,, [3]. Grade
15Cr2MoVA steel calculated parameters, presentddabie 1, satisfactory correspond its experimevaales.

Table 1
Experimentally determined and calculation paransetéigrade 15Cr2MoVA steel
Parameters Cet |\|/|Pa = € €0.2 ur €un
Experimentally determined 419 160( 0.00256 0.00456 0.150 0.125
Calculated by Eq.(11) 518 1420 0.00259 0.00459 .17 0.140
Disagreement, % 23 11 1.2 0.7 17 12

For curve g —e construction the modified method of approximatien recommended. In this case
g= 0.5(1+ 502) andC, =C,,, may be accepted.

4. Conclusions

The modified method of tensile curves approximabgrpower function is proposed.
Tensile curves approximated by using this methadveld a good agreement with the test curves.
Accuracy of this curve is negligible less then aacy of piecewise-linearly approximated one.
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Abstract

Hydrogen can be abstracted by help of water andredecurrent. Its transformation into heat or éleccurrent usually
is simple and clean. While burning with oxygen fogkn does not discharge any pollution, except w#iat after the
reaction could be turned back into environment. Brdrogen, as the element very often found in theqi, does not
exist in a pure form, and in all cases is founatamstitution of chemical compounds in the environtnén order to
abstract pure hydrogen from water electrolysis sedy and correspondingly other chemical reactioesuased to
abstract pure hydrogen from bicarbonates or otbempounds. Electric power for electrolysis coulddieained from
clean, renovating energy sources, such as soldectmis, wind power-plants, geothermal energy andos. So
hydrogen could be an important element enablingrmctate and transfer clean energy.

KEY WORDS: hydrogen, fuel, transport, energy

1. Introduction

Hydrogen (lot. hydrogenium) is a chemical elemienthe periodic law, with the sign H. Hydrogen atom
number - one, it is the lightest and predominasingnt in the universe.

In these days world hydrogen energy might be drteemost effective means to solve global envirental
problems emerged. Now it is realized, that globatming effect is related to increased emissionxtfest (carbonic
compounds, mostly C[1]. During the last century global surface temgtere was increasing 0.6°C/century [2]. This
tendency was developing dramatically during thd B years. With reference to three well known atpiwric
appearances research centers — Princeton (USA)bitgniGermany) and IPCC (Great Britain) —tempegmtluring
the last 25 years was increasing at 2.3, 1.3 antClrate correspondingly. As well, it was found,abit since 1995
temperature of the Atlantic, the Pacific and thdidn oceans increased 0.06°C (US National OceanticAamospheric
Administration).

With reference to data of USA energy departme@HK in 2015 world emission of carbonic compounds w
increase 54% from the level of 1990 and in 199082jl6bal surface temperature will increase 1,7-& [3].

Hydrogen amount in atmosphere is rather smalbt gbout 5x18% of volume, a little larger it is in upper
atmospheric layers. At height 2500 km, where atrhesp is especially thin, almost just single hydrogeéoms are
found. Hydrogen makes up 90% of atoms of wholeuthigerse or 70% of mass. According to number of pounds,
in which hydrogen could be detected, it is consiibr ahead compared with any other element.

2. Hydrogen and Energy

While excavated fuel reserves are sinking, hydnoigeone of the most attractive energy accumulasind
transport materials. Hydrogen is a fuel of big ged#ic value, without environmental pollution wheuarts. Liquid
hydrogen is a perspective fuel. Using of this lifikdl would extend possibilities of supersonic &ifts and spaceships.

Unfortunately, cheap hydrogen abstraction ancloédi storage methods are not known by now.

Hydrogen could be produced by help of electrolydisalt water, but this requires cheap electrio/gro This
method would be proper, if it was success in dguakent of thermonuclear power stations.

Hydrogen is obtained by thermolysis of water, éngn at temperature 2000°C just about 1% of wasiohs.
By use of laws of thermodynamics this obstacle @¢dod driven through. Transformation, difficult terform directly,
can be performed by indirect reactions. It is intgot, that each of those reactions runs at not kiggly temperature,
and by summing up equations of all reactions wailshobtain water fission equation: 20{(s) —=2 H,(d) + O,(d).
Scientists examine the problem, how to disintegnatter photo-chemically, i.e. by help of solar tigh

Now an electrochemical device is designed, it &led fuel element, in which hydrogen and oxygen
connection reaction runs, and emission energy inmieg is transformed into electric energy, but not heat.
Efficiency of such devices is much bigger thanratlitional electric power producing methods. Fuehents now are
used in spaceships.

Hydrogen storage problem is not lesser one. Vayywéssels are necessary to store gasiform hydr@gehits
liquefaction is rather difficult. Hydrogen boils at=253°C temperature, so vessels with liquid hydrobawe to be
very cool. Besides, it is important not to forgeatt hydrogen together with oxygen and air makedoskge mixtures.
Some scientists propose to dissolve hydrogen imlset their alloys, for example, in an iron andnialloy, and then
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abstract by slight warming. In future vehicles @@t of petrol tank there could be metal pig absgriiydrogen. To
abstract hydrogen heat of exhaust gas would be used

At inside temperature and under pressure hydragesity is such low, as amount of volume unit epdog
come up to 1/300 of amount of petrol energy. Ireottd contain hydrogen into proper for use capabiggrogen has to
be compressed to enlarge its density. Some hydragen vehicles have got fuel tanks, where hydnoge
compressed to unbelievable large 10000 Pbe SequelGeneral Motorsproduced vehicle contains 8 kg of such
compressed hydrogen, enabling to drive a distadmuta500 km. Refueling is conditionally simple, bexen
compressed hydrogen needs large fuel tanks, oaogiegirrespondingly four-, five-fold more room, theenventional
petrol tanks. Vehicles driven by fuel elements datdntain larger fuel tanks, because their enginesnore compact.

Some chemical compounds have got a feature teesddpydrogen molecules at inside temperature addrun
pressure, and then, under some circumstancess@seethem. By now most promising researches weferped with
metal hydrits. These metals are steady, but hdfaeytank with weight about 400 kg would hold enesgfficient for
about 2-hours for vehicle driving. At present 'éxothemical compounds examined could demonsttete there is
possible really practical hydrogen storage. We laa$ggh pressure fuel tanks, before we will invewatterials allowing
effectively keeping hydrogen in hard state, says @aConnell, director of hydrogen driven vehiclemgram in
General Motors.

If all mentioned problems were solved, hydrogerulobe able to replace natural gas used for dvegllin
heating, in metallurgy - coal and carbonite. Syrak/now, as in the future, huge hydrogen amountddivbe used to
synthesize ammonia. With development of econonyicefficient hydrogen production methods, human Weuld
change greatly and hydrogen century would start [5]

3. Hydrogen Using in Transport

Hydrogen using in transport can be divided inteesal directions: a) as fluid fuel — for transpeehicles, b)
as electric energy source - for electro-mobiles.

One-material K can be obtained just from few compounds. One dfdgen stocks is the most common its
compound - water. In order to abstract hydrogeis, itecessary to reduce oxidation rate of H fronintthe water HO
upto0inH.

At present hydrogen is produced using variousrteldyies:

1. Hydrogen production from natural gas.
2. Hydrogen is obtained as secondary product in primluof chlorine and sodium.
3. Water electrolysis:

3.1. Using energy of any renovating sources (wind, sdlgdro- and other);

3.2. Using nuclear energy (high temperature reactorsis i the most proper high extent technology fgirbgen
centralized production.

3.3. Using water electrolysis 20(s)y>2H,(d)+O, (d). During water electrolysis electric currentegothrough
water, which disintegrates into oxygen and hydrogas. During this process 100% of electric enesggat
transformed into chemical hydrogen energy. Eneogg lappears, because ions transferring electhiawg to
move thus heating water. Some researchers clainmdnachieved 50-70% efficiency, while the other0—8
94%. These numbers do not mean energy, consumeeldotricity production, loss. Including energy,
consumed for electricity production, hydrogen adagtion efficiency would make up 25—-45%.

3.4. When methane is under action oftHvapor CH (d)+H,0(s)>»CO+3H, metal which is above H in metal
activity table under action of acid Zn+2H&FnCl,+H,

4. Experimental hydrogen abstraction methods:

4.1. Using microorganisms;

4.2. Disintegrating water in high-temperature plasma;

4.3. Photo-dialysis.

Hydrogen fuel cell is an electrochemical devickjolu produces electric energy, using hydrogen atygjen.
Fuel cells structure is close to chemical elemems. It does not need charging and does not ,digebhaworks
supplying sufficient amount of hydrogen and oxygdenthis equipment hydrogen conversion into eneyggs without
burning process, it is highly efficient, does notlpte environment, does not create any noise dm@tons. Hydrogen
fuel cells are known in science more than 160 yelarsl838 William Grove developed battery, whichswealled
,Grove cell“. In this cell there would go reversater electrolysis process. Ceramic fuel cells apggea 1899, when
Nernst invented hard oxide electrolytes. Since 194&e scientific groups (in the USA, Germany aodrier USSR)
worked intensely in the field of hydrogen fuel selfs the result of this work — Siemens and PratWitney fuel cells
conceptions. Hydrogen fuel cells were adapted irSHAApollo program in 1960. Since 1980 governmeifithe USA,
Canada and Japan increased greatly sponsorshipdodden energy programs. Now hydrogen energy tdobies,
enabling to use hydrogen, as energy source, imstay electric energy production systems and ialll& of transport,
are created intensely.

Cell consists of three active elements: anodaier électrode, hard oxide electrolyte, cathodeioelactrode

(Fig. 1).
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Fig. 1. Working principle of hard oxide hydrogerefeells

During operation hydrogen is supplied to an anamejgen (usually from air) — to a cathode. Oxygen
molecules at electrode area are reduced and oxggsrare obtained. These ions migrate through blactrolyte at
fuel electrode, where due to reaction withdd CO, HO or CG and electrons appear.

Anodic reactions:

2H, + 207 — 2H,0 + 4€
or
2CO + 23 — 2CO, + 46,
or
CH, + 40° — 2H,0 + CQ, +8¢€ .

Catholic reaction:
O, + 46 — 207 .
4. Fuel Improvement with Hydrogen

There is an investigation of internal combustiagiee efficiency increase in the use of hydrogeydrdgen is
supplied to the intake manifold.

Fuel improvement with hydrogen increases of efficiy of internal combustion engine by adding hydrog
into fuel. This is achieved by injection of hydroger fuel mixture with hydrogen into the enginelfaellector or using
prepared in filling stations mixtures of hydrogemdaompressed natural gas.

In the mixture of hydrogen and compressed nagaslthere is 4-9% of hydrogen (when calculatednguant
of emissive energy). Danger of leakage and contlilisticaused by gas mixture in which hydrogen antodoes not
exceed 50%, is the same as of unmixed compressathhgas. The use of such mixtures is not requicegrotect
against hydrogen cleavage. Hydrogen gas mixtueepr@pared in hydrogen filling stations.

Hydrogen and compressed natural gas filling statere in Norway and Canada.

Vehicle hydrogen injection systems inject fuel tane with hydrogen or unmixed hydrogen into theirag
fuel collector.

In some cases at the same time air-fuel ratioiajedtion times are changed. Small amounts of hyenoto
the engine intake air and the fuel portion allotvs €ngine to operate with leaner air and fuel métiWhen mixture
reaches the ratio 30:1, the combustion temperaigmificantly reduces, leading to reduction of ogfen oxides
formation.

In the case of majority charges of gasoline engities normal acceleration needs nearly stechiomairifuel
mixtures, but at empty run, with reduced loads tomaderate acceleration, hydrogen added to the flesinmixture
ensures the normal operation of the engine, asdinee time reducing exhaust and fuel consumptiogingérefficiency
increase exceeds energy costs to hydrogen produitis valid when using hydrogen generators medrih a vehicle.

Summarizing comparison of hydrogen and gasolimpgnties, exclusive feature of the engine operating
hydrogen improved fuel is to work with lean (orrida particular) fuel mixture, thereby reducing axkt and reducing
fuel consumption. Systems operating on fuel impdowath hydrogen are superior to the pure hydrogewgred
internal combustion engines, because they nibedsmaller changes of engine and fuel supply émichge) system.

To create lean or lean in particular combustiortune modified electronic injection system or carburator
needed.
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Hydrogen production by electrolysis using the eiEhbattery or electricity supplied by generatand diesel
fuel improvement with hydrogen in the older diegelvs can help to save up to 4% fuel and so manyceéxhaust
amount. This method is applied in Canada and th& [65

New vehicles will be equipped with wire — aluminumagnesium or boron. This wire in filling stationgl be
directly winded out from huge coil into vehicle ids, and then electro- motor will wind it onto alcoeplacing petrol
tank — everything will go simply and elegantly.

When vehicle needs some energy, this wire autcalbti will be directed to metal and vapor internal
combustion chamber. There wire will be heated upigh temperature and then its reaction with wagror will start,
as result of the reaction will be obtained hydrogad metal oxide.

Hydrogen will be directed to internal combustiongmes or fuel elements, and metal oxide will be
accumulated in a vehicle. During next filling iretpetrol station it will be taken from the vehieled sent to process.
For example, such metal oxide may be used as statkrial in chemical and metallurgy industry oreafbbtaining
metal from it may be returned back to filling sbauis.

It is interesting, that in the case of internambstion engine, energy of water vapor from systartiet
together with hydrogen flow will be utilized, thircreasing total system coefficient of efficiency.

Actually, innovation has got a disadvantage —fier $ame distance to drive, a coil with wire weighseveral
times more than petrol tank, ensuring the sameggreemount, will be needed. Supposedly, 100 kg oé wistead of
33 kg conventional fuel. But for most vehicles axti0—80 kg is just inconsiderable weight increment.

Anyway, this is by a long way less than, let's,sagight of batteries, equaling by energy volumdaltoon
with gasiform hydrogen. Walls of gasiform hydrodealloon have to be thick due to high pressure, lzaitbon with
liquid hydrogen weighs much because of thick hesulation.

The company ,Engineuity” is looking for investaaad supposes in three years to demonstrate antiogera
example of vehicle with new fuel supply system.

Hybrid vehicles. In this case an engine of vehicle consists of éwgines with different features: electromotor
and heat-engine. Maximum power and torque in edewbtor characteristic are reached with low rpm, aiitth high
rpm - its power is minimum. Meanwhile in the cageheat internal combustion engine - on the contragwer is
minimum with low rpm. Maximum power is obtained, evhrpm reaches 80% of maximum rpm. That is whylyear
is necessary for heat-engines. According to subkree the car TOYOTA PRIUS with 40 HP electromotud &0 HP
internal combustion engine, consuming up to 4 bijaesto every 100 km has been in exploitationdpah and Europe
for several years. This is obtained using charatierfeatures of both engines, by boosting onlyetectromotor and
returning energy during braking back to a battekgcording to the pollution standards this car mdetgpopean
ecological requirements, valid since 2005. If sggrition engine in this car, is replaced with casgsion ignition one,
consumption of diesel fuel might decrease to 21MR®0 It is enviable result for total 100 HP car mowalmost five
times less than in the case of normal gasolinenengf the same power and as many times less pahitausted and
oxygen burnt.

STARTING: The engine and motor convert | PASSING: The engine and motor are both
gas to energy stored in the battery. used to propel the vehicle,
’:J ‘ Battery \

Motor

'—-—W Engine ’ -
CRUISING: The battery provides all the
necessary energy. The engine is dormant.

STOPPING: Regenerative braking converts
energy into electricity stored in the battery.

Fig. 2. Hybrid vehicle scheme
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Fig. 3. “Lexus RX 400h” transmission principled safie: 1 — generator — electro- motors; 2 — curremyverter;
3 — high voltage regulator; 4 and 15 — electro-m®te generators; 5 — reducer; 6 — wizard and sateli
7 — internal combustion engine; 8 and 9 coronard @ntral gears; 10 and 16 — fore and rear axle; &ihgle
direction coupling; 12 — planetary reducer; 13 aker, 14 — electric control block.

By using hydrogen and oxygen, electric energyradpced. This electric energy might be used in lridy
vehicle, as an energy source. Fuel elements — iiibisfuel and not an engine. They are complex a@syievhere
hydrogen during electrochemical process joins togreto air oxygen supplied to fuel element, thusriag simple
water. Electric power produced during this reactizrused to drive an electro- motor of transpottisie. So any
vehicle using fuel elements technology we withoatlst could call electro-mobile, because it has noirdernal
combustion engine and does not use petroleum pratluobtain energy.

5. Conclusions

Hydrogen ensures more efficient energy productiot almost zero pollution.

Hydrogen as fuel use in internal combustion ergyifieburns perfectly, so can replace natural gasl it
would not be necessary even to change enginegugteucit would be enough to solve its storage daaproblem and
develop the light as possible and as safe as pessibengine supply structure.

References

Worldwatch paper 157. Hydrogen Futures: Toward sténable Energy System, August 2001.

National Center for Atmospheric Research. Newsagde July 2001.

Energy Information Agency (EIA), October 2001.

Word Energy Council (WEC). Survey of Energy Resesrd 998.
http://images.katalogas.lt/maleidykla/ene41/E-6.pd
http://It.wikipedia.org/wiki/Degal%C5%B3_pagerinisiehydrogen

Das L. M. Hydrogen Engines. “Research and Development Pmuges in Indian Institute of Technology, Delhi”.
International Journal of Hydrogen Energy. 2002,.\231, No 9, p. 953-965.

Das L. M., Milton P. “Experimental evaluation of a Hydrogen Added Natuas (HANG) Operated Sl engine,”
Symposium on International Automotive TechnologyESPaper No 2005-26-29 (January 2005)

ONogwh e

©



49

Proceedings of International Conference ITELMS’2009

Stability and Optical Properties of Adenine and Thynine Pairs

M. L. Balevi¢ius*, J. Tamuliené**

* Vilnius University, Sauletekio av. 9,10222 , Wil Lithuania, E-mail: Mindaugas.Balevicius@ffiu.
** |nstitute of Theoretical Physics and Astronomiy@nius University, A. Gostauto str. 17, 0811Unws, Lithuania,
E-mail: gicevic@itpa.lt

Abstract

The paper presents an investigation of canonicdlreom-canonical dimers of adenine (A) and thymihekasis. We
compared stability and optical properties of thdeevatives. Several different places of the T éspect of A were
obtained and changes of the electronic structutbefnvestigated dimers were presented. The sepultved that the
stability of non-canonical dimers is similar to thaf a canonical AT pair. Moreover, it is should H#ficult to
recognize non-canonical AT base pairs by usingcaptheasurements.

KEY WORDS: quantum mechanical investigation, Adenine, Thynbase pairs, non-canonical base pairs.

1. Introduction

Today a structural model of natural or syntheticlaic acid polymer revealed the existence of alemof
different non-Watson Crick arrangements occurrisgsimgle, tandem or consecutive base pairs. Thaimggrracil,
guanine-adenine, adenine-adenine, uracil-uracibéten encountered [1Recent investigations indicating that single-
stranded DNA or double-stranded DNA has the paémi adopt a wide variety of unusual duplex anipia motifs
in the presence (trans) or absence (cis) of ligg#HdsThe principles for the formation of the unasstructures have
been established through the observation of a nuoftrecurring structural motifs associated witffatient sequences.
It is emphasized, that now using the definition“afusual duplex” has a very broad meaning; i) tie@-nanonical
sequence, i.e. two or four consecutive mismatchesk kpairs the stability of which is only slightlgsé than that
containing canonical GC or AT base pairs; ii) shdbase pairs; iii) a slightly disordered canonizase pair due to an
additional hydrogen bonding in the loops. Thesesualbase pairs are established experimentallyif i€ established
what can be possible, however, the other possiade Ipairings different from those known today ast presented
Thus, the thorough study of non-canonical basesgid their location in the sequence are very useid should be
performed theoretically aiming to establish the-observed pairs that nave not beeen investigatetbserved today.

The newest investigations showed a possibilitgésign and synthesize a novel conformationally aimed
pyridazinone E° -base peptide nucleic acid (PNA) -monomer 2 capabbinding thymine in a triplex motif [6]. The
adenine analogue, 2-aminopurine (2-AP) can alsm farWatson-Crick-type base pair, thus, maintairitng overall
structural integrity of duplex DNA [7]. Moreover,RNA-PNA-PNA triplex construct is also possiblerfrmne purine
and two pyrimidine decamers, as it is evidencednfi@rcular dichroic measurements. The PNAs conjogatvith
complementary DNA and RNA forms hybrids, too. A PMéAplex containing L-lysinyl amide attached to taeboxyl
terminal of the PNAs can demonstrate a handedresssgting the helicity of the structure. As a salati the PNA
monomer exists as both th@s and trans rotamers about the tertiary amine bond, slightlyofaing the trans
conformation [8]. It was early demonstrated thatAPNcan form a right-handed PNBNA triple helix with poly(dA)
[9]. These investigations allow us to foresee thgability to form various duplex and/ or triplewsttures of a base pair
different from a Watson-Crick-type, i.e. non-caraatibase pairs.

Hence, the general aim of our investigations isd@blish the stability of all possible base pdirghis paper
we present the results of investigations on staghiind optical properties of AT pairs.

2. Results and Disscussion

The structural origin of described derivatives basn studied by using the generalized gradiemoappation
for the exchange-correlation potential in the dgnS§iinctional theory (DFT) as it is described bycke's three-
parameter hybrid functional, using the non-localrelation provided by Lee, Yang, and Parr. The DR&thod is
commonly referred to as B3LYP [9], - a represemtatitandard DFT method. The TVZ basis set has bset as well
[10]. The structures of the investigated derivatiave been optimized globally without any symmetgstraint, in
order to determine the lowest energy structuresash cluster. The optical spectra of these moleaitacture was
investigated by the CIS (method (singly excitedfipmation interaction) [11]. This method is thengilest way to treat
excited states and provides the possibility to pipkboth singlet and triplet excited states. GAME®8gram suites
were used for all simulations here [13, 14].

The view of the investigated AT basis pairs isvehan Fig. 1. We indicated thesystems as |, Il dhdo
simplify the discussion.
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Fig. 1. The view of Adenine and Thymine basis paitder investigation

The difference of total energy of these dimerthaequilibrium state is calculated folowingly:
AE=FE -E;,

whereE; andE; is the total energy of the dimers (Table 1).

Table 1
Difference of total energy of the investigated diemm
: | I 1l \Y,

E

I - 0.680 0.027 -0.082

Il 0.680 - -0.708 -0.762

1]] 0.027 -0.708 - -0.109

\Y; -0.082 -0.762 -0.109 -

It is necessary to mention, that pair | is thearacal base pair of adenine thymine. So, it is jidsdo see that
non-canonical base pair IV is more stable than c@abbase pairs. Additionally, the total energythug pair 111 is only
0.027 eV higher than that of pair I. It implies tiiculty to recognize which pair is more prefbtato be detected. On
the other hand, the results of these trial invesitigs allow us to speculate that the surroundirthe adenine-thymine
pairs in the DNR or PNR sequence could influenee dtability of this pair remarkably. It is predidiehat in some
cases the large stability of non-canonical basisspauld not allowe to form the above sequencdslenaccidental
occurrence of the pairs should lead to a largedan$o, it is no doubt that pairs | and 11l cold obtained in a DNR
or PNR sequence, thus we intend to obtain somealgioperties of these pairs. Further, the prgparpair Il has not
been investigated because the total energy of fiwmé much higher than that of other pairs whavps very small
possibility to obtain such a pair.

The density of the states of the investigatedspairshown in Fig. 1. It is necessary to mentidmt the
influence of both environment and surrounding wiiatild have to influence optical properties of thpag@s, are not
included into this research. Obviously, the densitgtates of these pairs is similar. So, the oleioptical spectra of
these pairs should be similar. Thus, it shoulduspsct difficult to distinguish these pairs in cdicgted systems.

More unococcupied states in the energy region] [@4L indicate the possibility of greater tramsitirates and,
therefore, higher levels of absorption. Increagsihgxcitation energy leads to decreasing of thelle¥ absorption. The
phenomena obtained in all the investigated molecatel support the above results on similaritigh@foptical spectra.
On the other hand, these results exhibit cleanlyt optical properties of Adenine and Thymine paiesindependent of
their placement with respect to each other. In tauidi we speculate that the recognition of the dieed pairs, when
methods of chemical analyze are applied, wouldlge isnpossible. Hence, it is necessary to have cotde devices to
obtain non-canonical basis pairs in the DNR or P&Ruences that could be important when explaingsiple
mutations or creating new polimers for molecul@&c#bnics.

20

Energy, a.u

Fig. 2. Density of states of the investigated pabtained by CIS method
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3. Conclusions

The research of possible Adenine and Thymine paissshown that stability of some non-canonical Ipases
could be larger than that of canonical bases pahs.total energy of some non-canonical base painly 0.027 eV
smaller than that of canonical. It implies that #gtability the above pairs is similar to the camahione. The above
structures are exhibited in Fig 1.

The investigation of the density of states of thpa@s allow us to foresee, that optical spectrahefse
derivatives is similar, thus it is impossible totioglly recognize of these pairs. So, a new molacdevice or method
must be created to obtain non-canonical basis paic explain possible mutations and create newmgolifor
molecular electronic.
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Abstract

The main objective of this work is to develop usefomputer model of tower cranes which could bedusedesign
practical controllers for tower cranes. The compu®del allows us to simulate and analyze motiohsrane very
quickly. In this work, we presented computer maafeiower crane developed using MATLAB software disdnodule
SIMMECHANIC. The computer model is a block scheme & very flexible in a sense of changing struetof crane
and including additional variable. Presented madeludes feedback control based on the output gatifeswinging
angle of payload. Swinging angles of payload wédrgeoved on the model with feedback control.

KEY WORDS: rotary cranes mechanism, tower crane, computer iinstaulation.

1. Introduction

In this work, we present computer model which éveloped using SIMMECHANIC in order to develop
controller based on this model. The nonlinearities included as well [2]. Therefore, controllersigaed based on
these models are applicable to real systems likéraiters based on linear models with friction camnpation [1, 2].
We used the tool of MATLAB - SIMMECHANIC to modehé tower crane and to analyze the motions of taname.
Our task using SIMMECHANIC to model the crane isdtfine the bodies and its joints, drivers and transs. [5] To
simulate the moving of crane we should put the teguich as forces, velocities, masses and inefimget the results
in a form of diagram we put different scopes orcetawitch we analyze [5]. We observed the positibpayload in
global XYZ-coordinate system and angles of cableaimgential and radial plane in local xyz-coordénaystem of
carriage [3, 4, 5]. Output values of. and a achieved by simulation on computer model with fesk control [1].

2. Introduction

Fig. 1 shows the system configuration under ingatibn. The jib structure of a tower crane is essgnted by
a cantilever beam of length , which is attached to a rotating rigid hub witldites d . The beam is assumed to be
uniform and slender, and satisfies Euler-Berncaglam assumption that the rotary inertial and stlefarmations can
be ignored [6]. A rotation reference framgzis attached to the rotating hub. The axis identical to the neutral axis of
the beam when it has no deflection.

Fig. 1. Slewing flexible beam with moving payloaghgulum
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3. Tower Crane Computer Model with Feedback Control

The start point is developing adequate computetahbased on the structure of tower crane we ugilyze.

In this work as observed crane we took tower cidditional weight on an opposite site of carriage Fig. 2 shows
the general block scheme of controlled dynamicesyst

Equivalent computer model for the tower cranehigven on Fig. 3 [8]. As we can see that is a bloadkesne
with its structure. Beam, jibs, tie bars and catilh payload are represented as rigid bodies.

The carriage is represented as point masses maliomg the jib 2. Driving of crane and carriage is
represented using input signal 1 and 2, respegt{@l Fig. 3 shows the computer model of the saoweer crane with
feedback control. This feedback control containssees, switches and gains. Feedback control tadt@man a case if
values of two anglesr; and ay arise over given limits.

Output

dynamic response

parameters of the of the mechanism

. data of
drive and control

the mechanism

feedback

A

system -

' Input : ;

o4 . i | output force

| . equations for equations for i |of the drive system

; : the drive and [ | the S

: : control system mechanism :

| i

f desired variable I: i

{ : | controlled variable
t
i

Fig. 2. The general block scheme of controlled dyicasystem
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On Fig. 4 and Fig. 5 are shown input driving signssed in the simulation on computer models. Xagis is
time axis andr-axis is signal value axis [7]. As input signals wsed the velocity. In order to get all needed petars,
we had to derivate and to integrate the velociputrsignal. This procedure has been made in blabkystem 1 and

block subsystem 2, respectively.

On Fig. 6 and Fig. 7 are shown the angles of calitle payload in locakyzcoordinate system of carriage
obtained by simulation on computer model shown ign & Thex-axis is time axis ang-axis is value of angler; in

tangential andoy, in radial plane in local coordinate-system of izae. The angle values are given in degrees.

Table 1
Simulation parameters
Simulation parameters on computer model

crane height 2.00m mass of beam 16.00 kg
jib 1 length 2.00m mass of payload 51.66 kg
jib 2 length 1.00 m mass of additional weight 51k6§6
cable length 1.50 m mass of carriage 12.40 kg
moment of inertia of beam|  4.27 kdm | simulation time 100 sec
friction moment MFR 0.30 Nm a; - max 0.1 deg
friction moment MFR1 0.10 Nm Qg - max 0.5 deg

Oring ot sl b
1] 1il] 2:] SL 4il] EL] ?il] BiI] Qi] 1li]

Time jsec)

0.15

0.1

0.05

04

0.05

4.1

0.15 ' '
0

Time (sec)

Fig. 5. Driving input signal of carriage
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5. Conclusions

The main idea in this paper was to show how fidssible to develop useful computer model of toerane
which could be used for simulation and analysise Tbmputer models shown in this paper have beeahtossmulate
motions on a tower crane with the parameters gimerthe beginning of part 4 this papers. On theltesf first
simulation we added feedback control based on ¢owgdues of anglesr; and a to develop adequate controller and

to check it directly in SIMMECHANIC. Presented coamtgr models include friction effects as well. Wankhthat our
paper shows models and simulation as one posgilldast way how to find out motions of tower cran€smputer
models shown in this paper give us enough informnmagibout motions we are interested in.
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Abstract

The objective of this paper is to use an evolutigri@ptimization method for the determination of tyatimal worm
gearing mechanism dimensions, such that the omniimensions are within realistic manufacturingstoaints and
the gearing power loss is minimized. The desigwafm gearing mechanism has to satisfy various caimss, e.g. the
geometrical, kinematics and the strength, whilévéeihg excellent performance, minimum of powersioeng life and
high reliability. This invokes the need of an opimesign methodology to achieve these objectieéisatively, i.e. the
multi-objective optimization. These objectives &@rd to satisfy, thus making it a numerically ceaging problem.
The numerical toughness and a need to optimize ttwhactively warrant an application of the evodutary multi-
objective optimization. Objective function for opization is gearing power loss ratio.

KEY WORDS: worm gearmechatronic, power loss, design, nondeterminigttingization, genetic algorithm.

1. Introduction

Worm gears provide a normal single reduction raofgel to 75-1. The pitch line velocity is ideallp to 30
m/s. The efficiency of a worm gear ranges from 98%the lowest ratios to 20% for the highest ratiéss the frictional
heat generation is generally high the worm boxasighed disperse heat to the surroundings andcatton is and
essential requirement. Worm gears are quiet inatjper and at the higher ratios are inherently leelking - the worm
can drive the gear but the gear cannot drive themwdhe worm gear action is a sliding action whrelsults in
significant frictional losses. A number of factanfluence efficiency, including ratio, input speedoth geometry, and
lubrication. By far, the most important of theseasio. A lower-ratio unit (5:1 for example) has mdhreads on the
worm and a higher helix angle compared to a higio-tanit. Higher helix angles mean less slidingtidn and hence,
higher efficiency. The purpose of this work is alsantroduce the continuous genetic algorithmssMmurces call this
version of the GA a real-valued GA. We use the teomtinuous rather than real-valued to avoid cdnfubetween
real and complex numbers [1].

2. Problem Statement

Gear-reducer inefficiency converts power to hé@MA (American Gear Manufacturers Assn.) guidelines
for worm-gear, helical, and other types of redudieng the maximum allowable operating temperattoel0 °C above
ambient, not to exceed 90 °C. To stay within thgsiglelines, worm-gear reducers must be considedabfyer than
equivalent-rated helical reducers (to dissipateentaat) or rely on auxiliary cooling devices. B#itcy of worm gear
drives depends to a large extent on the helix aofjtee worm, ratios of the worm gear and centstadlice. Multiple
thread worms and gears with higher helix angle 2% to 50% more efficient than single thread worirhe mesh
or engagement of worms with worm gears producdf&ig action causing considerable friction andages loss of
efficiency beyond other types of gearing. The psgof the optimization is to determine such a $evarm gear
characteristic dimensions z (number of worm teeth),(worm gear ratio) andl, /a (ratio between mean diameter of

worm and center distance of worm gear pair) thasfyathe limitation equations and balance the tiotiig objectives.
The worm gear parameters must be selected sohthaetar power IoséDZ/PZ) is minimized to the greatest possible

extent. Fig. 1 shows selected parameters.

) . d
MIN 1 i dm1a)1z = F[Zia'v?mlj (1)
min

Gearing power loss rati(PZ/Pz) is calculated according to:

P_1_

—_— 2
B, @
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dml/2

Fnsina,

Fig. 1. Worm gear characteristic dimensiorg, (number of worm teeth)j (worm gear ratio) andd,,/a (ratio
between mean diameter of worm and center distaivsemn gear pair)

Efficiency of gearingy; is a function ofz, (number of worm teeth)i (worm gear ratio) andi.,/a (ratio
between mean diameter of worm and center distaiw®mn gear pair):

_1-p tany, (3)

"2 14 1ty frany,

where y, is gearing coefficient of frictiony,, is pitch angle at mean diameter calculated asvisli

- Ho— K . - (YM Yz). _ [0.07
ST e ISP . p=| 4
Hz = H (1+V|= )p Hy A p L (4)

M, is basic coefficient of frictiongy mean coefficient of frictionY,, =1 is material factor for steel alloy structural
steel 16MnCr5 case-hardened and bronze (centriftagd) CuSn12Ni2-C-GZ (DIN EN 1982y, is pitch angle factor
obtained from recommended values as functiog,of v is sliding velocity calculated as follows:

N

Ve = Am& (5)

F 2cosy,,
where e =27m, /60, n, =1500rpm of worm, y,, is pitch angle calculated as follows:

tanym=%; zF=dF’“1; m:%; d,=2a-d. (6)
F 2

where z. is factor of the worm shapey is axial moduled,, is mean diameter of worm wheel.
3. Constraints
There are several factors limiting the worm gegdimensions. Those factors usually originate fteohnical

specifications and technological consideration® filowing constraints are taken into account:
1. Permissible range of worm gearing dimensions:

z1min = Zl = zlmax; Imin si=s Imax;

dm:Lmin/as dm:L/as dmlmax/a; ymin = yS ymax (7)

2<z<4; 10<i<22; 03<d,y/a<055; 15 <y<25 (8)
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2. Permissible stress limitations:

9,(x) = b':i 25-36<0, linear pressure worm gear tooth 9)
m2 2

_ Ft, :

0,(x) = b -30<0, bending stress of gear tooth (20)

m2
dy Fr L :
03(x) =—/=- <0, acceptable deflection of worm shaft (11)

1000 48E|

where, F,, is axial force of worm geat),, is width of worm gear at mean diameter of worm eltend F, is total
radial force. Equations foF,, and Fr, are well known so they are not presented in thjzep.

4. Genetic Algorithm

Genetic algorithm (GA) maintains a population idividuals (encoded solutions), and guides the [atiomn
towards the optimum solutions [2]. Fitness functigmovides a measure of performance of an indivich@ fits.
Rather than starting from a single point solutioithim the search space as in traditional optimaratmethods, the
genetic algorithm starts running with an initialgatation which is coding of design variables. GAests the fittest
individuals and eliminates the unfit individualsthis way. The flow chart of genetic algorithm fown in Fig. 2. An
initial population is chosen randomly at the begignand fitness of initial population individuatsevaluated.

Then an iterative process starts until the tertionacriteria have been run across. After the eatadn of
individual fitness in the population, the genetpeoators, selection, crossover and mutation aréeapi breed a new
generation. Other genetic operators are applietteded. The newly created individuals replace xistirg generation
and reevaluation is started for fitness of newviutlials. The loop is repeated until acceptabletgwits found.

5. Numerical Results

Table 1 illustrates the outcomes that were obthimeapplying the GA method. The first row shows test
solution of given problem for population of 200 eimosomes, 3 generations and mutation ratio 0.000&.optimal
calculated solution of the gearing power loss rél?p/ PZ) is 0.06650.

Table 1
Results obtained in this work compared to the otiwthors
d/a [ (P./P,) y tang y Z Ay A2 My P
0.31 15 0.06650, 20.83419 0.36344 45 6R 3B8 092110.93764

0.43 11 | 0.07045 [ 19.02748| 0.33192 33 86 314 0.02092  0.93418
0.48 10 | 0.07271 | 18.15287| 0.31667 30 96 304 0.02079  0.93322
0.49 10 | 0.07408 | 17.66541] 0.30816 30 98 304 0.02072  0.93103
0.34 16 | 0.07459 [ 17.49251] 0.30515 48 68 334 0.02069  0.93059
0.50 10 | 0.07549 [ 17.19745| 0.30000 40 100 30( 0.02065 0.92981
0.47 11 | 0.07619 | 16.96460| 0.29594 44 94 304 0.02060  0.92921

MNbhlwlw|lw|w|w| N

Fig. 3 shows the plots of gearing power loss rit?p/Pz) values during the working of GA for different nuerbof

population. Design variables have different valaed take searched minimum value of objective fomctt 200-th
generation shown in Fig. 4.

It has been shown that design variables take sahise number of worm teeth is 3, friction coeffitiés
0.02119, and helix angle is 20.8°. Fig. 4 shows glags of the best fitness function values in egeheration as
optimization proceed for worm gear ratiois 15 andd,;/a ratio between mean diameter of worm and cent¢aniie

of worm gear pair for 200 populations is 0.31. Drerall results show that the best design conv2tgeth generation.
Refining the design is possible by adapting GA peters such as mutation rate, crossover rate apdlaimn size.
The GA application developed in Visual Basic forpiipation has been run several times for differaities of design
variables. The results obtained are given in Table
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Fig. 3. Calculated gearing power loss ratio regaydiumber of generation

Genetic algorithms do not have many mathematicqlirements and can handle all types of objective
functions and constraints. Because of their evohatiy nature, genetic algorithms can be used ticlsdar solutions
without regard to the specific inner workings oblplem. Therefore, it is hoped that many more compl®blems can
be solved using genetic algorithms than using cotieeal methods. Because genetic algorithms, asnd &f
metaheuristics, provide us with great flexibility incorporate conventional methods into the maamfework, we can
exploit the advantages of both genetic algorithmsl @onventional methods to establish much moreciefft
implementations to problems. The growing reseanmchapplying genetic algorithms to multi-objectivetiogzation

problems presents a formidable theoretical andtipedchallenge to mathematical community [3].
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Fig. 4. Numerical results of GA for worm gear ratioand d,;/a ratio between mean diameter of worm and center
distance of worm gear pair for 200 population

6. Conclusions

Worm gear comprises combination of threaded gearrQ) and mating gear (worm wheel). The worm gear
can be classified into various types based on typ&r of worm and worm wheel, and angle of two ax&sar ratio of
worm gear is determined by the proportion of numtifethreads of worm (number of gears) and numbegeafrs of
worm wheel. As the number of threads of worm canlb@ne gear shift can achieve a couple tenths ¢ouple
hundredth of large reduction, which translates itgh torque with less space. On the contraryag & disadvantage
that transmission efficiency is not good due tatioin from contact gears. The worm is always thigedrin speed
reducers, but occasionally the units are usedverse fashion for speed increasing. Worm-gear aetself-locking
when the gear cannot drive the worm. This occurentine tangent of the lead angle is less than dleéicient of
friction [4].

The objective of this work is to apply the genetigorithm optimization procedure for the deterntima of
optimal worm gearing dimension so that the geapower loss ratio(PZ/Pz) is minimized. In addition the same

method can be easily extended to the five dime@asiomses with a constraint upon the maximum peibiéssiass of
the worm gear mechanism. No knowledge about thevaitemres is needed and only a fitness function setedbe

defined. This is a key benefit of such a genetgodthm; it converges towards the global minimurnergvtime.

Downside of genetic algorithms is that since thegoirporate random elements, they don't always tieédd same
solution each time. On the other hand, geneticridlgos are robust and don't require gradient-basadputations plus,
they can handle very nonlinear problems in mangsagtter than a gradient-based approach can [5].
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Abstract

In this paper the investigation of the influencésh® various controllers to given plant controbm is qualitative
characteristics presented, and also the chardatertd the sensitivity of a system for uncertaiatyd variation in the
controlled plant parameters are analyzéa.order to compare and contrast the results ofthdy, all cases used the
same performance criterion for selecting and timnfuof each controller. The sensitivity of the teys characteristics
to errors in the plant transmittance is measuredsdiiyg root loci approach. MATLAB software is apprately used in
the entire analysis.

KEY WORDS: controllers, sensitivity, performance criterion.

1. Introduction

Solving the control systems design problems, andronts the following two critical questions: whgpe of
feedback controller should be used to control amiplant (or process), and how to select the balstes for the
adjustable parameters of the chosen controllerderao achieve an “optimum” response for the aulgd plant?

In addition, in the practical implementation ofhtm| systems it is important not only to achie¥ehe static
and dynamic control process performances, buttalsmsure that the characteristics have to beetb&e dependent on
the plant parameters and their variatioriBhese problems are particularly relevant to theigmesfor example,
intelligent cruise control of the car systems chsmastics: vehicle parameters (tire pressure, Wwear, etc.), road
conditions (rain, ice, bumps, crowns, etc. or exdefactors (for example, wind) which vary durirgetoperation.In
the control systems practice, these tasks are lysemolved by comparing and reconciling the resolt alternative
design decisionsThis work studied the effects of the different cofiers to the plant control features, as wellths,
influence of this variation to these charactersstitwo methods of the compensation were used tgpeosate the plant
characteristics:

* in the process control widely used compensatorD-d@troller;
* using the algebraic compensators - a standarchfl f@bastic [3] controllers.

PID controller has a fixed dimension and modehrdtgss of the application. As compared to an afgel?1D
controller PID controller has a smaller numberloted-loop poles but it is generally easier to pied

The model (i. e. the number poles and zeros) afigebraic controller will vary according to theoptem type
to fit the dimensional requirement of each problem.

The performance criterion for the tuning of eashtiller was considered for the exact placemediosed-loop poles.

To facilitate the comparison of the various colérs and to aid in design, each is applied tortual third-
order type 1 plant model that possesses the domitased-loop poles. All the controllers that Wik considered may
be implemented by means of cascade-compensateidwaifon (Fig. 1).

M% Ge(s) % Gofs) e

I

Suppose the transfer function of the plant androtier in the cascade compensated system (Farelyiven by

Fig. 1. Cascade compensated system

2. Selecting the Transfer FunctionG¢(s)

_No(9)
Go(9) = 55 @)
and
Ge(9) = el @

Dc(9) ,
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so, the placement of the compensated system closedsoles can be found by solving the characterégtuation
A(s) = Dc(8)Dy(s) + Nc ()N (s) - 3)

The order of the equation (3) (i. e. the orderahpensated system) is the order of used planttp&usrder of
the transfer functions of the controller. The numbfethe closed-loop poles that can be placed isktp the number of
adjustable factors in the controller. In generfahé compensated system is order w and the cderttwhs m adjustable
factors, then the designer can exactly place nedisop poles as desired. The remainingm closed-loop poles plus
the m controller adjustable factors become depdndmiables that must be computed from the equataising from
the characteristic polynomial. These equationsabways linear and may possibly be simultaneous.

The third-order type 1 system

1

Gols) = (s +55+6)

(4)

is to be compensated so that the closed-loop (ftilasmeans the desired transient response penfimerspecification)
become at —And —%j1. Then from equation (3) we find the form of dediequation

A(S =(s+1)(st1- (sr1+ )= 8+ 3%+ 43 2= ( (5)

This characteristic equation implementing theghransfer function of controllers can be found:
a. PID controller transfer function. Including classical ideal PID controller

ks +k st k
G.(9 :% (6)
s
the closed-loop systems characteristic equationrbes fourth ordem(= 4):
A9 =(st J(sr)( 1+ D(s1- 1= 6+ 3+ 3% (4 33’3 (4 2)+s2=a (7

Since there are only=3 adjustable constants in the PID controller, dhhge of four closed-loop poles can be
placed exactly. It is convenient to call the foystiie —p, so that desired characteristic equation (5) besom

A9 =(st J(stD)( 1+ (31 1= 6+ 3+ 3%+ (4 33’3 (4w 2+s2=al (8)
The three adjustable factors of the PID contraibear be calculating by equating power-of-s coeffitsdn (7) and (8)

3+a=5=a=2
4+3a=6+k, = 10= 6tk, = k = ¢
4da+2=k =k =10
2a=k => k=4

The required transfer function of PID controller is

48" +10s+ 4_ 40(S + 258 1

G.(9)= 9)
S

The closed-loop poles of compensated system viidhcBntroller are at}, 2 and —%j1 (see Table 1).

Table 1
Summary of compensation

Steady state errg Overshoot | Settlingtime| Rise Time | Steady State

Controller | Closed loop pole elt) My, % t s LS y()

Algebraic | -1,-41,-2,-3 2 0 4.3 2.5 1

PID -1, -141, -2 0 32,8 4.85 0.834 1

Robust -1, -1# 2 0 4.3 2.5 1
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b. Transfer function of the algebraic controller. The transfer’'s function of the algebraic con&plGc(s) can be

calculated using simple algebra to create a deslo=gtd-loop transfer functiow(s) = ;((S)) (Fig. 1).
)
we=28-__ BO . (10)
A(s) @S +a,s"+asta,
If W(s)is given, the required controller can be foundthed
W(s
Gel9) = ) 1)

Go(s) ML-W(9)]

Suppose the same three closed-loop poles wittbaigecontroller are to be placed as before —1-dnetj1.
To obtain type 1 operation, the numerad¢s) and denominatoh(s) s° coefficients must be equal, so

2 2

W(s) = : —=— > . (12)
(s+D(s+1+ jD(s+1-j1) s +3s"+4s+2
From equation (11), the algebraic controller wangd
2[(s®+55” +65) _ 2(s*+55+6
Ge(9 =2 LA ), a3)

T SP+3%+4s+2-2  S2+3s+4

The closed-loop poles with algebraic controller ar—1. -2, -3, —tj1 (see Table 1).
c. Transfer function of robust controller. In the robastic control scheme (Fig. 2) the plaansfers functiorGy(s) is
divided into two parts, so that

Go(9) = Gu(9 Gl 3, (14)

whereGy(s) — contains the part of the plant that may be tage Gy,(s) — is most likely to be correct.
The desired closed-loop transfer functidifs)is divided into two parts:

W(9=W(3$W Xk, (15)

whereW,(s) — contains poles that may move under uncert&bgifs); W-(s) — contains poles that should not change.
The controlleiGey(s) is chosen to force the inner most loop to hawsedl-loop transfer functiow,(s) so that

W(9 16

G(:1(S) = —G01(5) [l— W( 3] .

The other two controllers are chosen to be

H(s) =Wy(s) (A7)
and
W, (S)
G (g = We(®) 18
c2(9) Go(S) (18)
O G i Gty —| oty Gats) (2
Hys)

Fig. 2. Robust algebraic controller scheme
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controller, b — algebraic controller, ¢ rebus
controller when the pole of the plant varies

— for the system with algebraic controller, lfor the
system with PID controller, ¢ for the system wil

Fig. 3. The root loci with respect to the variatiompolep: g Fig. 4. Step responses of the system with: aPIB
robust controller
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Suppose that the closed loop poles are to becdnamed —1+ )1, and a designer is confident in the location of
the open-loop plant poleR-and -3, but less confident that the third pole is actuatlO.

Further, it is important to ensure that the compenjugate closed-loop poles are atj41 while the third
desired closed-loop pole should be &tbut that pole could vary if the plant poleDas uncertain. Then

1 1 1 2
Gy (s) ==, G, (8)=——, S =———, W,(§)=————, 19
w975 G g WMOTGy O Tgen (19)
and the robust algebraic controller’s functionsudtidoe
2(s” +5s+ 6) 2
G, (9=1, G.,(9=——F—, H(E==F——. 20
C]_( ) Cz( ) Sz+25+2 ( ) 32+23+2 ( )

The closed-loop poles with robust controller arelaand —1 1 (see Table 1).
3. Closed — Loop Poles Sensitivity Measures

Solving the sensitivity analysis problem of comgeted system it is necessary to estimate the sétysadf
every closed-loop pole and every component of iesmgesponse to variation of the plant parampterhe root loci
technique [4] permits to estimate the effect ofatéwn of the parametgron the all closed-loop poles.

The characteristic equation of compensated sytg 1) applicable for construction of root locuen
variable parametey = [0, 1] has the form

Nc (9 Ny(9

Als p=1+ p———=0. (21)
Dc(5) Dy (9
This equation when three different controllersiarplemented becomes:
3 2
+ with PID controller:1+a—; 33+53 :65 =0,
s'+55°+10s” +10s+4
S +3s+4

- with algebraic controlleri+a——————=
S$°+3s°+4s+2

S +25+2
S +3s” +4s+2
The Fig. 4 illustrates the diagrams with the stegponse (that match the systems with the different
controllers).

« with robust controllerl+a

4. Conclusions

1. A PID controller leads to achieve the higher stesidye accuracy of compensated system. The fastponse with
PID controller comes at the expense of higher marindeviations.

2. An algebraic and robust controller produces nonztzady-state error. While the speed of responserpensated
system is rather fast.

3. The sensitivity of compensated system with resfrechcertain pol@=0 of the plant is higher with PID controller.
The response of system with this controller is \&@uggish.

4. The variation of the pole of the plant from its rioal p=0 value greatly reduces the steady-state accuricy o
compensated system with algebraic and robust détré\t the same time this greatly increases tpees of
response of the system with robust controller.
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Abstract

This article describes the evolution of intelligéethnology based leadership test program fromriggn. The program
was designed to overcome two widely prevalent ehglts in leadership development programs. Firstly,
multidimensional character of leadership competemas evaluated by introducing meta-analysis oflhassessment
program and highly individualized recommendatioreravenabled. Secondly, the significance of diffeteadership
qualities in the practice was bounded with the sssent results and high level of flexibility of ¢eaship assessment
program was reached. The article includes a degamipf the algorithm structure of the leaderslgigt program.

KEY WORDS: Maple 12, multidimensional database, leadership petence, test program

1. Introduction

The use of information technology in the develophtdieadership competence is one of the new daestin
leadership research and practice. Cases of teajyohediated leadership development initiatives abloanline and
on the intranets of military educational instituiso However the main challenge in leadership deweént programs
remains the holistic (as opposed to isolated) agagrdo the competence of leadership.

The leadership development models in military aaeelol on two main ideas. The first idea puts forvihed
educational impact towards the development of dalérship competence. From this point of view, l@a&lership
competence is not innate gift but acquired durhmg grocess of learning and practicing [1]. Themrefibre specific job
for leadership educational programs deals with eeld@ment of a set of deliverables, outputs anésdhat each
creates a number of individual qualities [2]. Teessthis multidimensional competence of leadensbip approach that
connects this variety of elements into one systemeieded. In this article the employment of irgeltit technologies
we propose as a solution for this challenge.

The room for intelligent technologies in leadershigvelopment program is even increasing when we are
focusing on the second idea of leadership developmi represents the clear distinction betweenddeship
development and leader development. At the cothigfdistinction is the orientation toward a deyéhy either human
capital (leader development) or social capitaldérahip development) [3]. Education in militaryosentated toward
social capital and emphasizes the development dfiahwbligations and commitments built on a fouralatof
organizational trust and respect. From this petsgethe set of changing objectives for the leakiprslevelopment
program, as well as the specific knowledge andssiilat should be developed by the completion efgtogram are
set. As the leadership in military is associatedhwiigh flexibility versus control and high compality with
organizational changes versus stability of the esystthe objectives for the leadership developmsnthanging
constantly [4]. Therefore we need tough connectlogisveen the changing requirement of the militargt Eeadership
development programs. To overcome this challengéniiividual learning approach based on informatemhnologies
can be used. The detailed overview of the solutatbactivities that deals with this problem ascdsses in a broader
way. Herewith the purpose of this report is to diéscthe evolution of one information technologyséad leadership
development program from its origin.

2. The Competence of Leadership and the Methods fat's Research

As was stated in the introduction many researchakge advocated the need for a holistic (as opptsed
isolated) approach to the study of qualities thauld describe the level of leadership. Hence, thédtimariate
assessment of the leadership qualities was intextluthe leadership qualities in this study werengérad using self-
report method.

Additionally looking for more specific qualities ¢daders in military, the research in the Lithuanmailitary
academy in 2008 was performed [5]. The research dessgned to find out what is participants’ att@utbwards
leadership in military and how do they evaluate $ignificance of the characteristics that descrileeslership in
military. Only small part of this research was ugmdthe development of the information system thatare describing
there. The study diagnosed that seven competeamesost valuable for leaders in military: Eachtto$ competence
was evaluated and became their weight. Followindgghte where used in computing the values of leduders
competence: communicability — 0.12, ability to ariga group work — 0.18; task orientation — 0.16f s@nagement —
0.10; capability of social integration — 0.02; ¢haiof goals related to crew — 0.09; ability tolirdnce — 0.33; which
accounts total 1.
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3. The Test Algorithm Structure

The testing process is coherent with learning mec8o, the testing is used in many areas for kgepiclose
watch on student advancement and this type tesilkgown as broad-brush testing. The other kindesfing is the
formative influence, when the students want to erarpersonality his knowledge or progress of resedor learning.
In either way the testing interconnects with foripmédarning area with clear determined intents ol are evaluated
abilities. Regularly are creating the own test ayst that afford desirable possibilities and meet itdividual
requirements more effective and productivity.

In this intense the tests program was developddtimanian Military Academy. The specifically leadhip
testing program for cadets was realized on persoom@bputers on the top of UBUNTU 8.10 LINUX operatisystem
[10]. The program was realized by Maple 12 ver$&jn

The test algorithm schema is presented in Figelavia The specifically program for leadership isistoucted
to draw the individual recommendations for testedet after get test results deep analyzing.

Start-registration

1.Test execution

r-f-— -~~~ T~TTTTT==T===+— 1
2.Test for -

3.Test results

communicability

E counting l
1
1 ﬁ
4. Test for | 5.Test results
orientation task counting
! 10. The tests
! answers results|
6.Test for self i 7.Test results analyzing

management P counting

8.Test for ability 9.Test results
influence | counting 11.The search for
recommendations in DB

______________________

15.The recommendations
from DB

12.To cull the
recommendation

16.Found > 13.To compute abilities
.Found or no?

A 4

14. The assignation of
recommendation

18. The presentment o
individuall recmmendation

17. Formation
recommendation

\ 4

=D

Fig. 1. The algorithm schema presented in blocgefirprogram of individuallyecommendation extraction.

The algorithm schema, presented in blocs for testrnarogof individuallyrecommendation extraction (Fig. 1),
was expanded by deep analyzing of get results andtimicted to draw the individual recommendation tisted
participant. Traditionally existing tests are ligdtin first 10 blocs (1-10 blocs), where the tesdrus tested by 2-th, 4-
th, 6-th and 8-th then 3-th, 5-th, 7-th and 9-thcklanalyzing and counting the answers and reanlbe presented by
10-th bloc. The test can inform participant abdwg get scores of tested factors, but to solve tbblem in this easy
way nowadays is not popular, because this typegdtenformation is not easy to understand for uaed he can't
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correctly to form individual recommendations fomiself. So, for constructing the not ambiguity recoemdation in
this test program was realized multiplex intell@ttiask solving schema as presented in Fig.1.

To examine the cadet’s abilities in leadership designed the multidimensional test program of flagtors,
which are presented as: test for communicabilitsth(zbloc), test for orientation task (4-th blocgst for self
management (6-th bloc) and test for ability infloer{8-th bloc). The get results after investigafaetors analysis was
placed as values to the data sets (10-th bloc).allhresults of each item were included to thevidlial analysis in the
13-th bloc. The competences were extracted by usiaglata sets of test program results. The 14th1®-th blocs
were used for individual recommendation assortmienadditionally, as result for each tested catist test program
presents the individual recommendations and sugidhst individual solution to get the better resalsswas (18-th
bloc). Such recommendation is placed to text fiskbmendacija.txt”.

In the Fig. 1 schematically are shown the directkmof user and test program in the personal compute
system. This area is marked as the box of dotted lhich including the 2-th, 4-th, 6-th and 8-tbds.

4. The Test Program Analyzing

In our demands was to construct the test programghagenerally shows students not only the resfltheir
answers (i.e., correct or incorrect), but also whgy got those results, which enhances their utatedgg of the
leadership principles. This approach was used mt@st program, because fits very well with the lga# the self-
assessment program; it is important to not onlydatlets whether their abilities were assessed wetly but also to
make available to tell how to correct missing htites and, where relevant, the rationale for ttiagks.

Nowadays is not popular to solve the problem irrovargauge way, because the get information aftirig
must be clear and easy to understand for the tested In other way such user can't correct to féutare tasks for
him. The test program design was constructed far dleemands. The introduced new program is expangiddrining
special individual recommendations. This is the ohadvantages of this test program.

The specifically leadership testing program foretadeadership analyzing was realized by Maple érdion
possibilities as maplets on personal computer8][7The maplet is a reusable object which contaims or more than
one transformation which is used to populate tha tam source to target based on the business &yl we can use
the same logic in different mappings without cregithe mapping again.

The test program starts at the “Start-registratid@ll. To construct this window was chosen the fetd of
thirty symbols and variable “kariunas”. The buttK” is the confirmation for completed informatiom Maple 12
version programming area it looks as presentedabelo
maplet := Maplet([[Tveskite savo vadir pavara: ", TextField['1B1(30)],

[Button("OK", Shutdown(['IB1'))]]);Maplets[Displaymaplet);kariunas := op(%);
For the testing cadet the test program’s start @indppears such as presented in Fig. 2.

o

Iveskite savo varda ir pavarde: |

Fig. 2. Thetest program start-registration window.

This start is important in some directions: attfirssuch as let us indicate the tested personm fifiishing all
testing, at the second the test program is desitmedesent the scores for somebody, who startedetistration, and
the last if someone starts the registration hete¢arstop the test program before end.

Below are described the four choice factors thattlae core of realized program.

Factor I- communicability test derived from the dy, integrity and dutifulness sub-scales. Thiastor |
was the 40-item, computerized test (2-th bldd)is test results analyzing consist of two stepe firs all chooses was
compare with answers and computed singly the camgies by communicative and organizational disjmrst
abilities. The second was determine the communiedk,) and organizational (§ coefficients by formulas below

K O
Kk=27>§ and Kozz—é,

where K — the computed congruencies of communicative #&slitand @ — the computed congruencies of
organizational abilities. The get results were wred by evaluation scale presented in the Table 1.

The test answer can be represented by the fix mécagree or disagree (Yes or No). The outcomexed f
answers indicate the communicative and organizatialispositions in our examination. The generalizgeded
unfolding model, which is perhaps the most flexitsiedel available for personality statements, wized. For deep
analyzing of get results each bloc of two of cominahility test blocs was computed and evaluateel tko tests.
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After results computation and evaluation as preskin the Table 1, the get result follows to onefioé
evaluation groups. Then test program is construtti€dllow the procedure, which includes multiplice by special
picked coefficient 0.12.

In this way was determining the congruencies of momicative (the high score can be 12 points) and
organizational dispositions (the high score caddeoints) abilities.

Table 1
Evaluation scale of coefficients and points
Coefficient K Coefficient K, Evaluation scale in points
0.10-0.45 0.20-0.55 1
0.45-0.55 0.56-0.65 2
0.56-0.65 0.66-0.70 3
0.66-0.75 0.71-0.80 4
0.75-1.00 0.81-1.00 5

Factor Il- the orientation task consisted of 22ateomputerized test (4-th bloc) for the self-effiga
assertiveness and intellect sub-scales. The itegns selected to depict a confident and persuasdigidual with good
intellectual capacity, which typically takes chamfetasks and delivers results. Such individualsid¢de expected to

assume roles with managerial responsibility antiaity.
Table 2

Evaluation scale of motivation score in points
The motivation level
Group Low level Middle level High level
Subgroup 1 2 3 4 5 6 7 8 9 10
Points 29| 10| 11 12 13 14 15 16 17 18422

The motivation is the dependence or ambitions tddet the impulse and energy to affect and appbcting
goal. After results computation and evaluation es @resented in the Table 2, the result followsote of three
evaluation group’s subgroup. Then follows the pdare that includes multiplication by special piclemfficient 0,16.
In this way was determining the congruencies ofivatibn (the high score can be 16 points) abilitiElse motivation
was included to control for any possible relatiopstbetween the motivation to become a commandaieadership
perceptions. Factor Il was thus labeled as dommanc

Factors Il - the self-management task consistedOsftem computerized test (6-th bloc) for detemméinthe
professional motivation, interest area, charaater @her. This 4-item factor was therefore intetgleas diligence and
consisted wholly of items reflecting the opennessxperience construct. Factor Ill was comprisathgrily of items
from the conscientiousness sub-scale of self-diseipThis test structured from propositions, whis three different
ends. The test answer can be represented as agieleyrele fix one of outcome (A or B or C). In Mapl2 version,
programming area it looks as presented below:

Mapletl := Maplet(Window('title' = cat(pav, " - padziai"),
[Label(Image(cat(currentdir(),"/Images/”, p, "0.JP%H
[Button("Pradti test”, Shutdown())11));
Maplets[Display](mapletl);

NULL;
rez :=0;
for k while k<n+1 do
mapletl ;= Maplet(
Window( 'title' = cat(pav, " — uzduotys:"),
Label(Image(cat(currentdir(), "/Images/",p.kPG")),
BoxCell( "Pasirinkite:" ),
GridLayout
(
["A", RadioButton[ChB1]( ‘group''BG1')],
['B", RadioButton[ChB2]( ‘group"BG1' )],
['C", RadioButton[ChB4]( 'group"BG1')]
D).
[Button( "Pirmyn", Shutdown( ['ChBIGHB2', 'ChB37) ),
Button( "Baigti", Shutdown("true") )]

]

)
uttonGroup['BG1()

Maplets[DispIay](mapletl);
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As you can see, to programmirgetest example windows were used the prepared imageh, as the image
0.JPG, that program found it in “Images” directofjrie window of self-management test is shown in FigTBere is
the brief representation of this entire test, tk@lanation how to get the best score, and the elaofgask.

The tasks windows of the test program are formmga areas. In one area are displaying the prdpgask as
image and the other area displaying the outconues, as A, B and C. Such window is shown below o Bi

For deep analyzing of get results from each ited-tEms of the self management test was computed a
evaluated like four tests. After results computatimd evaluation the result follows to one of fewaluation groups.
There is the specification of calculating test tessibecause the number of motives of each groumptithe same. For
equalization process of all groups, the first aacbsid groups are multiply by 2, the third and fowgtoups are multiply
by 3, only then all groups can be compare with eztbler. Then follows the procedure that includedtiplication by
special picked coefficient 0,1. In this way was edatining the congruencies by four groups: 1-th vidlial
contribution to work’s motives, 2-th social imparte of work’s motives, 3-th the personality fixate the work
motives and 4-th professional mastership motivée. Aigh score of abilities in each group can bedifts.

Factor IV —the ability influence consisted of 50-item compizted test (8-th bloc) for intercourse determine.
Factor IV was identified as Sociabilitpfter results computation and evaluation, the tefallows to one of three
evaluation group. Then follows the procedure thaludes multiplication by special picked coeffidi€n33.

The four factors, their component variables andvdméance accounted for by each rotated factogamen in
preparation of individual recommendation for testadet. The above analysis was repeated on theselatd complete
cases. The investigative factor analysis resuépagsented.

5. Results and Discussions

Our first step in designing the test program wafng out what others do for similar purposes. Guoneently
to identify the best practices in the area, we émbkt the preparation programs of the other Litraraarmed services
as was indicated in the introduction field of thigicle. The literature about leadership also piesiseveral ideas that
we incorporated into the overall process.

The prepared test program practical use confirrescdidet’'sconcentration in leadership improvemeRar
testing leader abilities were included two firsaygroups (25-ty cadets in all). This groups whectuded because they
have a time to consummate leadership abilities.

groups (25-ty cadets in all). This groups wherduided because they have a time to consummate krapder
abilities.

On this test program proceeding time before stgrtire testing for cadet wasoposedwindows with test
example such as shown in Fig. 3, where was thewemmdations and samples how correct to pass thkewdsi. This
procedure was repeated before each test. At the ofndll work the test program constructed the téid
“rekomendacija.txt” with the individual recommenigat and get test scores. This information file &vigg in the
personal computer to the particularized place amdbe printed. This was doing for cadet and otbensenience.

As sample one of such recommendations of the pieddéast program we want to analyze in full of niegs.
As was sad above, the test program assignmentavealtulate points by special scheme. Consequemntly,of the
tested cadet’s result presented overall 69-th pantd where collected in between 65-84 points drethis case the
announcement for a test program user appears: appear to possess all of the qualities of leadbertsnot all of them
are developed sufficiently”. After that goes theattewhich shows identified strength and provideshwadditional
recommendations for leadership development in uheré. Four tests identify 7 integrated competenaied 82 single
qualities of leadership. Strongly expressed qealitire identified as strengths. In the presentsd four strengths are
identified: “organized, duty bounded, practicaldamrliable. Additionally, the leadership style tentified and the
essences of it shortly described: You lead by degoattention to what needs doing, you make deussioased on:
facts, guidelines, procedures, and rationale arsaly®u enjoy measuring progress and managing stéed Short
encouragement on these strengths appears: “Itrigs ivgportant, that you will use all of theses sg#min your
leadership duties”.

The qualities that collected low sum of points epenpounded into competencies and recommendati@ns ar
provided. In our chosen example two of such comqueds were detected: “communicability and abildyinfluence”.
The system provides this kind of information:

“Your (1) communicability is 5 points from 12, it@res low. The results suggest that you are nofadable
initiating conversations and activities in the groiou only sometimes are advancing your ideal iwigroup or taking
a competitive stance. (2) Ability to influence se®rl6 points from 33 and is high not enough. Tkelte suggest that
you are avoiding yourself as exemplary leader”

The following recommendations regarding learningpreses and strategies are given for the developafen
leadership competence:

“Take elective course on: (1) Psychology; (2) Orgational Behavior

Request to be promoted as a cadets platoon commdeplety or member of cadets council

Ask librarian to provide a list of the literaturerfself-study in leadership and focus on the chrapdealing with:
communication and group management

In the everyday activities focus on: (1) learn addise subordinators; (2) be enthusiastic about glaty and role
as a leader”.
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Jums bus pateikta 20 teiginiy, kurie turi tris skirtingas pahaigas (A; B; C). Jis
turite pareik$ti savo nuomong i¥sirinkdami i¥ pateikiamy varianty patj jims 8. ML finka:
tinkamiausia ir pazyméti ,pele”, Bikite atidis - kiekvienas teiginys gali turéti tik - Wian pa .
vieng pabaiga, todél reikia iSrinkti ir paZyméti tik viena atsakymo varianta. a) had save darho melsteu;
Atminkite, kad néra nei teisingy, nei neteisingy atsakymuy, todél nesistenkite b) dirbti savarankiSkai, be kity pagalbos, niekam nesikisant;
padaryti gero jspiidzio. Testavimui svarbu ne konkretus atsakymas, o visy ¢) nuolat mokytis ko nors naujo, visuomeniskai reik$mingo ir reikalingo.
atsakymy suminis rodiklis.
PAVYZDYS A% mégstu
A) daryti tai, ka kiti vertina ir pripaZysta;
B} daryti taikas man sekasi ir patinka; Pasirinkite:
) kai yra kuo uisiimti.
i AQ
OB B
o cO
Pradéti testa

Fig. 3. The window of self-management testrig. 4. Thewindow of self-management test task
recommendations and example
At the end the evidence of learning are presented:
» Successful interactions with cadets from differemirses.
» Ability to organize group work and achieve a task
As the description of the test program above ind&aour assessment framework draws on several key
concepts. Firstly, it provides individualized reaoendations where each point of advice is connegttdthe program
test results. Secondly, the recommendations arklyhiglated to learning curriculum and leadershgvelopment
program at the Academy. Thirdly, the recommendatiane provided on the bases of discretion in tlag the negative
reaction toward the prescriptions in learning

6. Conclusions

This paper presents the leadership test prograntises studies that were conducted to evaluateviigility
of the recently proposed model for multidimensiopedference items for prepared use. It was foud ithwas not
necessary to have all possible pairings dimendioreccurately estimate trait scores and a miniroattilar” linking
design was sufficient. Taken together, resultscaigid that scale length and linking requirementsatopose serious
constraints on the development of tests with highierensional.The multivariate analysis of individual 82 qualiie
was tested and 7 integrated competencies wheraaggd| rather than the contribution of each separatiable on its
own. It should be noted that qualities in this eaxtare seen as multidimensional construct too. Kyeaxpressed
competencies were interpreted as weaknesses anly higividualized recommendations were provideceacth case
of testing.Presented leadership test program is based ofiget#l technologies and allow overcoming such dpeci
challenges in leadership development as insufficiaotivation of the participants and individual fdiences in
leadership experiencén addition, the test preparation that allows cadet demonstrate what they know produces
learning that is generalization to contexts outsideperformance on the test, and test scores wakk tcare of
themselves. Effective practice exposes cadets \ariaty of assessment approaches and formats, infiothem to
apply their knowledge in a variety of learning aiions, and taking advantage of the fact that iddizls have different
learning styles.
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Abstract

The stress state of two-layer pipe which is subjgtd internal pressure is analyzed in this papleere is assumed that
materials of both layers are isotropic, homogengtnsarly elastic and longitudinal stress on tlwtact plane of
layers does not appear. Equations for determinatfcstress state component are obtained by usiEgethssumptions
and Lame’s dependencies. Comparison stress statporeents of the two-layer inhomogeneous pipe caledl
analytically and determined by FEM showed that ivleich solution is sufficiently exact. There was deti@ed that
stresses depend on the elasticity modules, relatlis thickness and layout of layers.

KEY WORDS: two-layer pipe, reinforced pipes, stress state tacinpressure, internal pressure, elastic loading.

1. Introduction

Multilayer structures today are replacing manytted traditional one material structure. Stressirststate of
multilayer structures depends on the contact presatising between the layers. The main reasornthercontact
pressure is radial stretcHdy.

Two-layer metal plastic structures with range shaposs-section are frequently ugddd 4. The external
plastic rust preventive cowers are applied in mptaksure vessels and pipelines. Plastic tubes $aste properties:
little price and mass, negligible turbulent frietichigh endurance to cracking, resistance to cimmosnd others. They
can by exploited even after micro cracking in itgernal surface. But they also have such negatiepepties:
insufficient strength and stiffness, ageing and tewperature stability. Therefore, in pipelines aiidely used the
reinforced tube$§3]. For reinforcing of plastic tube two-layer constians with the external metal layer are frequently
used. Due to acting internal pressure in thesetsires the contact pressungappears.

Research of multilayer structures often is cardet by FEM[2]. FEM has been successfully used for stress
state determination of multilayer structures. BatMFresults have certain amount of methodologicairerto determine
it is not easy.

Stress strain state of homogeneous pipe subjectetiernal pressure may be determined by Lame’stémns
[5-7]. The contact pressupg of interference fit was calculated from Lame’s &tipns by estimating interference of
hole and shafty, =r1,—r,; [5]. An analytical model for two-layer cylindrical baubjected to axial compression stress
strain determination is presented in wofRg]. It has been determined that relative stressesmtact zone of layers
depend on modulus of elasticity, the radial dimemnsj cross-sectional layer areas ratios and lagbuhaterials.
Contact pressure in two-layer pipe subjected terival pressure appears on the contact surfaceeflg =r) due to

.

increasing displacemerm:_[srdr (Fig. 1). The analytical methods that could faaik the solution of multilayer
i}

structures, subjected to internal pressure of Hseid are in general, either still not created. &foee, multilayer

structure properties are not exploited to the maximin this paper dependencies for stress straerméation of two-

layer inhomogeneous pipe at elastic loading subgetd internal pressure are obtained.

2. Stress Strain State of Inhomogeneous Two-Layelige Determination

The mechanically inhomogeneous two-layer pipe rhaydivided in two pipes with different mechanical
properties: internal pipe 1 with modulus of elasgfic,;, Poisson’s ratiov, limit of elasticity g4 and external pipe 2

with Ep, v, anddg, (Fig. 1). Material with modulus of elasticiByis major than one of other pipe is called hardemat

H and in opposite case — material M. WIigr»> E, structure is denoted H-M and in opposite case H.NDue to acting
internal pressur@ radial stretch and contact presspg@n the contact surface of H and M materials appeziress
state components are determined by estimatingnialtgrressurgy, contact pressurp, and equality of circular strains
Eq andé&gy on the contact surface of H and M materials.

The stress strain state of two-layer pipe sulijetcténternal pressure is determined by assumigggethssumptions:
1. radiusr =ry, =, Whenp = 0;
2. layer 1 and layer 2 are not connected;
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w

. circular strains on the surface of Iayesrlap:r = Ea61p=r (ro < p<r,is radius of composite pipe);

E

stress intensity;; < gy and g, < T.
From these assumptions follows:
s 0,=0,=0;

stress on the internal surface pjpe r; may be determined by Lame's dependences. Therndmal layer

a’rl‘p:r == pC (1)
_o? re+r?
Toyp=r = P rZ—r2 P r2-r? ()
and in external layer
g, dp=r =~ Pe 3)
2 2
ry +r
0-92\ p=r — pci‘}j (4)

« strains in the both layers may be determined bykdmdaw:

O, —V0, o, -vo,

=" ¢ and ¢ = =

(5)

Then from the (1-3) assumptions and Egs.(1) falf®ws:

i 2r12p_(r2+l’12)pc +lec:|:i|:(r22+r22!pc +V2pc:| (6)

E ré—r? E,| rZ-r

Contact pressung. on the surface of materials H and M may be detgthby Eq.(6). Then for structure H-M

Pe = G p (7
¢ C,+vy, LGy
Ey E,
o

——;‘«

! —1 |————
3 | P m

I — i —_— —

| — | -
! P___Vifo &
I =3

| ——

@

|

-

T

—_
N

a

Fig. 1. Scheme of stress strain state determinafidwo layer pipe: a — scheme of pipe; b — disttitn of pressures in
internal layer 1 and external layer 2
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and for structure M-H

CM -H
- 1
Pe Cotvy G-y P (8)
E, Ey,
2r? 2r? r7+r? Cr?4r?

whereCcH™ = c/ = C,= = :
1 2 2]’ 2 2 2 2 2 3 2 2
EH‘r —rlj EM‘r —rlj ry—r r<-r

The contact pressupg as follows from Egs. (7) — (8) is proportionalinternal pressure

p.=C,p 9

ClH_M CM—H
where for H-M structureCp = and for structure M-I-{f:p = 1
C, +vy, +C3—VH C, +vy, +C3—VM

Ey E, E, Ey
Stress strain state of layers, whgnis known, is more convenient to calculate in fetatcoordinates:
ri/ri=1,8=0/r, =0%/r,s=0Iri=5+5,rlrp=1+s,1r,=1+s, {=(o—ry) /ry=p/ry— 1. Then stresses
of internal layer, when 8 {<'s;

e e ) w0
To, s(2+s)  s(2+s)(+¢)
and of external layer, when< £<s
Tul_ o Qs T+sP@+sfi+e)
=pC 11
frre e o

Egs.(1) — (11) valid when material 1 and matetiadre absolutely elastic. For real ductile matetiabs
condition may by expressed by dependence

— 2 2
o =.ot+a?-0,0, <o, (12)

The most heavily loading zone in two-layer piparafterial 1 is on internal surface of pipe<0). Maximum
internal pressure value when material 1 is deforeladtically may be determined from Eqgs.(10) ar®) (#hené= 0.
Then

a,
pmaxl = = (13)

1-(+sP-2¢,)] -l 51)2(1—2Cp)+
[ s(2+s) ] s(2+s)

From Egs.(11) and (12) follows that elastic plastrains in material 2 appears on the contacaserdf layers
whené =s, andp = Praxz

(14)

Pmax2 =
arsP++sP ], @rsPra+s)
CJ{ } v '

(L+sf -(+s)

The maximum value of internal pressure when Eys:(12) valid may be determined from condition

pmax = min(pmaxl’ pmaxz) (15)

Elastic properties of two-layer mechanically homiogous pipe at elastic loading subjected to intgmmessure
are exploited maximum whep, .4 = Pmaxz -

3. Results of Analytical Investigations

Contact pressurp; on the contact surface of materials H and M, dsvie from Eqgs.(1) — (11), depends on
modules of elasticit§;, E,, Poisson’s ratia/; , v,, geometrical parameters of cross-section anditotaf materials H
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and M. Value of the contact pressygis proportional to internal pressupe Ratio C, =p./p depends orEy / Ey
(Fig. 2) andv,, v, (Fig. 3), relative thickness of layess, s, (Fig. 4, Fig. 5) and location of materials H and M
structure H-M with decreasingy / E; ands, the contact pressure quickly decreases. With &sing E, / Ey ratio
p./ p also increases. Whefp / E; = 1 the contact pressure may be determined byl&g.WhenE, = E; and v,=v,

value on contact pressuig = - Hp=r MAY be determined by Lame’s equatjéh

In M-H structure ratiqp, / p decreases, with increasiity, / Ey. In this case wheky <<Ey ands; is small
Pc = p.

Dependence. / p on v,, when v, =03 is shown in Fig. 3. Rati@./p in structure M-H increases and
decreases in structure H-M with increasigg. From Fig. 3 follows thap. / p negligibly depends om,—v, . Therefore,
when ||/2 —v1|s 0.1 may be acceptad,=v, . In this case miss calculation @f/ p does not exceed 1%.

Ratiop. / p whens, = 0.25 increases with increasisg andEy / E4 by parabola law (Fig. 4). When relatives
stiffness of the mild external layer whéy, / Ey is small ratiop. / p increases moderately with increasigg With
increasingey, / Ey ratio temp increasing @, / p rises.

1. 0.5( E—
P N 2 /
p \ 2 %
0.
T — 0.44
0. > !
el /

b S

/ 0.30

0.0 0.2 0.4 06 E,JE, 1.0 0.10 0.20 0.30 vy 0.50

0.

Fig. 2. Dependence p./p on E,/E, when Fig. 3. Dependengg, / p on v, when E,, = 21110 MPa,

E,, =2100'MPa, r, =50mm, r =60mm, r, =50mm, r =60mm, r, =72mm, v, =03, and
r,=72mm,v, =vy =03. Curves: 1 - E, = 0.7E, . Curves: 1 — structure H-M; 2
structure H-M; 2 — structure M-H — structure M-H
0.5
& /.-F"‘
P 3
0.3 \ "]

-
A
/

W
N\

0 0.1 0.2 0.3 Sm 0.5

Fig. 4. Dependencg. /p on's,, and E,, /E, in structure H-M wherE,, = 2110°MPa, s, = 025, v, =v,, =03,
r,=50mm. Curves:1-E, =03E,;2-E, =05E,; 3—-Ey, =09Ey,
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The obtain solution for real materials valid whey <o, and o, <0,,. The maximum internal pressure

Pmax When this condition valid may be determined by(ES). Dependenceo!’-" ons, andEy, / Ey in structure H-M

whensy =0.25 andv, =v, =03 is shown in Fig. 5. Maximum internal pressure witars.(1) — (15) valid with
increasingsy andEy, / Ey increases also.

Elastic plastic deforming in structure M-H beginsmild metal (Fig. 6). Whesy = 0 thenp, = 0 andpmax in
material H may be determined by Lame’s equat{®hspmax in this case determined by Eq.(13) increases txeasing

sw and Ey / E4. With increasingEy, / E; temp increasing opmax rises. Whenky, / E; = 0.9 and gy = gy then

Pt =pliM (curves 3 in Fig. 5 and Fig. 6).

15 15
3 ,..--"""' 3 #'___,....-
N
s /5:‘//':% o //j.f —
-ﬂ_'_,..--""' pE—
( e
2 - %/ 1 *é | \1
5 \;>” 5
0 0.1 0.2 0.2 S 0.t 0 0.1 0.2 0.3 Swvi 0.t

Fig. 5 Dependencgn.«on s, and E, /E, in structure  Fig. 6 Dependencpma On s, and E,, /E, in structure

H-M when E,, = 2110*MPa, s,, = 025, M-H when E, =21010°MPa, s, =025,
vy =vy =03, rp=50mm, r =625mm, vy =vy =03, r, =50mm, r=625mm,
Oy =350MPa. Oy =350MPa.
Curves: Curves:
1-E, =03E,, ooy =100MPa; 1-E,, =03Ey,0.y =100MPa;
2-Ey =05Ey, ooy =200MPg; 2—-Ey =05E, ,0.y =200MPa;
3-Ey =09E,, o, =300MPa 3- Ey =09E,, 0., =300MPa
40 40
0,06
%9 MPz
MPa
20(0 20
H-——-—_.__ |
" i “|m|||‘|||H||||‘||||H|||H||||H||||||||||H||||
0 Ly
an a,
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Fig. 7. Distribution of stress intensity, and stressesy, ¢; in the pipe wall thickness when; =50mm, r =625 mm,
r, =75mm, v, =vy =03, g, =350MPa, 0,,, =100MPa, E,, =2110*MPa, E,, =710'MPa: a — H-M,
Prax = 82.6MPa; b — M-H, p,,,, = 48.5MPa
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Internal pressure as a rule is major thmp,, in structure M-H. Strain of structure H-M is mottean of
structure M-H one, whes, > 0.15 (Fig. 5). For inhomogeneous pipe, whichvahin Fig. 7, p"-™ of structure H-M

max
is 1.7 times major thamp.." of structure M-H.
Stress intensity; and circular stresgyon the contact surface of H and M materials vas@atory (Fig. 7).
Tl
by dependence

Ratio on the contact surface of materials H and M, #svie from Eqgs.(10) — (11), may be determined

Teip=r _ (r22 - rz,)lzrlz T?p(rzz +‘r12)]

(16)
T ol pmr Cp(rz2 +r2)(r2-r2)
. . . _UH:IJp:r E,
It is determined that on the contact surface ofemals H and Mi———= —"-,
JHZ\p:r EM

The assumptioro, = 0 at the contact surface of H-M materials insthoblution is made. The stress state
components in two-layer mechanically in homogenepise, subjected to internal pressure at elastaditgy,

determined by FEM, showed th|axz| = 0.0020; . In model, which is used for stress state deteation by FEM, layers

on the contact surface are connected. The realrdefg conditions of materials H and M on its comtaorface are
intermediate. Therefore, real valqaz| may be lower than0.002g; . Values of the maximum stregs calculated

analytically and determined by FEM differs lessnti@ia5%. Therefore, obtained dependencies sufficientlyctya
describe behavior of two-layer pipes.

4., Conclusions

The dependencies for stress strain state of ty@-litnhomogeneous pipe, subjected to internal press
determination at elastic loading are presented. gzoison of stress state components calculated tawaly and
determined by FEM showed that obtain dependencesudficiently exact.

Ratiop, / p in structure H-M whit increasing,, /E,; andsy also increases. It negligible dependsipr v, .

Stress state of inhomogeneous pipe depends onEgti E,, , relative thickness of layess, s, and its layouts.

The maximum internal pressupg., When both materials are deformed elastically,aasile realizes in
structure H-M. Only when raticE,, /E,; << 1, Gem = ey, Su >>Sy and both materials are deformed elasticaliyx

realizes in structure M-H. For the real materiaksy = o.y Ey / E4. Therefore, such material M practically does not
exist.

Obtained dependencies may be used for calculafittime compound two-layer pipes with different neaical
properties of internal and external layers.
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Abstract

The paper presents an investigation of equivalegedrate (EDR) field structure at the Baltic seato&DR

measurements were carried out near Juodkrduly 7, 9 and 12 of 2008. Average extreme valueeewtl and 98
nSv/h, and in individual cases 40 and 130 nSv/HRE2s measured in 63 points and its field structvae obtained by
optimum interpolation method. Measurement numbes decreased up to 33 and 18 to get EDR field strecfThe

coincidence between measured and calculated valagsatisfactory.

KEY WORDS: radon decay products, optimum interpolation metteapliivalent dose rate.

1. Introduction

Natural radionuclides penetrate into environmeumtnfsoil; also they are formed by the cosmic raysraction
with nuclei of air molecules. Radon and it's depagducts exhalate from soil, and those radionuslidem the main
part of radioactive materials in the surface layleatmosphere [6]. Among 27 radon isotopes (ffO%Rn to?*Rn) only
“2Rn has significance with respect to contaminattmg énvironment and due to its individual migratprassibilities
[4]. °Rn is widely distributed throughout the earth‘sstrilRadon emanates from soil, rock and water amdrbes
dispersed in air. Being a noble gas it migratesliffysion and convection without any significantaraction with the
constituents of air or any airborn particulates.

Epidemiological studies have indicated that trespnce of radon and its decay products in inhatezhases a
health risk of lung cancer [1]. The radon contensail gas exhaling from the ground surface as a®lh underground
waters (i.. e. in waters from wells that are huddref meters deep and springs along active faulegpis one of the
few important earthquake precursors [3]. The ole®madon anomalies correlated with geophysical tsveray be
considered as having two possible origins. Radameaties were related to mechanical crack growtthénrocks or to
changes in flow rate of groundwater. An alternativechanism is the stress corrosion theory. The alwus radon
concentration may be due to an increase in crastapression, impending an earthquake that squeezeke soil gas
into the atmosphere at an increased rate [2].

These reasons show the environmental radioactmitgt be under control. Huge territories like Nerthsea
or Baltic Sea must be controlled. Also the conttrreigions must be under control, and relief antistaicture in these
regions must be evaluated. Significant amount gieexnental information about situation in envirommé needed.
Also this information is needed to forecast envin@mtal situation changes in space and time.

Collection of experimental information in hugertries is long and expensive process. When nunalber
measurements is small the same information carbtaéned by using theoric model-optimum interpolati®his model
calculates element concentration in territories neh@easurements were not carried out, also thisshwadculates an
error of experimental results [8]

In this research, a radiation situation possiblhuge territories is decreased and used in serailidries.

A 0.4 knf area at the Baltic Sea coast near Juodkravis chosen for equivalent dose rate (EDR)
measurement (Fig. 1).

The objective of this research is checking of tiemodel and restoration of EDR field structuresimall
territory when number of measurements is minimal.

2. Materials and Methods of Equivalent Dose Rate (BR) Measurements

Equivalent dose rate (EDR) in surface layer ofcspiere was measured by scintillation radiometdP-SR
88N. This device is used for working in field comais, portable, charged by electric batteries. fitaén parameters
are: threshold of energy registration—30 keV, redatmeasurement error-%) time of one measurement-10 s,
dimensions of Nal (TI) sensor crystal - &%) mm.

EDR values were obtained from natural and man-nsadeces (asphalt). These values have a concentiafti
heterogeneous fields. Measurements were carriethdbtee ways: along seacoast (wet sand), abqueaisvay and
along forest (dry sand). Experimental results web&ined in 63 points, i.e., vertices of regulatweek, distance
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between them is 100 m. Measurements were carriedno@008-07-07, 2008-07-09 and 2008-07-12 whendwin
velocity and direction were different. The divexsgiants of obtained results were used in theoodeh

The method of optimum interpolation was chosen rf@thematical modeling in this research. Using this
method, the equivalent dose rate can be calcuiatgldces where measurements were not carried out.

The main characteristics of the method of optimimterpolation, is the normalized autocorrelation

function g, =,Uk(/0k,k+1)1 which depends on equivalent dose rate in thetgoiahere the distance between them is
limited within g, < p < g,,,. This function depends also on the coordinateébede points. Then, before calculating the

autocorrelation functioyy(pk), the measurement points should be divided intauggoaccording to the distance
between them. Then the normalized autocorrelatiootfon is calculated for each group of the points:

Nk

2.CiC 1)

0Nk i,j=1

H(py) =

. N me 2
where C, =C, —%ZCJ v Mo =iZ(Ci) , N — the number of the measurement poifls,— equivalent dose rate in
=1 m, i=o

the i point, m, — the number of points between them, if the distais limited by interva[(k—l)Ap; kAp),
P = (k— 0,5)Ap; k=1, 2, 3,... — the number of group; - the number of all possible products(dfC} .

When the valuegu(pk) are calculated in the poingg , autocorrelation functiory(p) =e " is approximated

by the least squares method [8].
Another part of the problem is the solution ofystem of linear equations. If this system is sojvit
unknown weights are calculated:

Z;IULJ.PJ.(H) =H5,1=1,2,.0 )
=

where: 4, ; = ,u(,om ) Pj(g) — unknown weights,p, ; —the distance between thend0 points in which the EDR is

obtained.
After solving the system of equations (2), the gi#s$ Py, P,,..., P, are known, and the unknown equivalent
dose rate value€; , can be calculated:

: l N N : l N
Cp=Cot+=2C, =ZPJ(5)C1 +—> C, ©)
LN < N &

=1

In this method, the reproduced concentration feduld be stationary and isotropic, and the effficy of the
method depends on fulfillment of these precondgip.

Then the concentrations calculated by the metHooptmum interpolation should be chosen; for thdheg
variance of the calculated values should be lems ¢ equal to the variance of measurement reitspo, 1989).

3. Results

EDR measurements were carried out at the Baltic ®ast (Fig. 1) when wind direction and velocitgrev
different. The map of territory where measuremevese carried out is presented in Fig. 1.

Radon ant it's decay products exhalation from iadgpends on structure of ground surface. Radiliches
exhalation into atmosphere was different. Hetereges ground surface formed different EDR field cinee in the
surface layer of atmosphere. Measurement resdtprasented in Table 1.

Results of this Table show that EDR average vahaeg from 41 to 98 nSv/h. The greater EDR valuesew
obtained near the ground surface. It means that&i@ source of natural radionuclides is a soiln€mtration of
radionuclides is changing in space and time. Ex¢r&DR values of individual measurements were 401a@dnSv/h.

The method of optimum interpolation was used talyae the EDR field's structure and their changendition
of stationarity was accepted. This method was bswihg a full experimental information (63 resylhd some parts of
it.

EDR field structure in July 7, 9 and 12 of 200&mground surface and 1 meter from ground surfaee a
presented in Fig. 2, 3. EDR field structures neaugd surface and 1 meter above it have similanfdEDR value
increase near center of territory is observed. Akplvay is an additional man-made source of radiides. EDR
slower increases near center of territory if treatice from ground surface is 1 meter.
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EDR value differences in July 7, 9 and 12 can Xmaéned by different wind velocity and directiowhen
wind velocity is small the intensivity of admixturensfer decreases, and radionuclides accumulmtiveases near the
ground surface.

Fig. 1. Territory of EDR measurement (http://wwwpedt/It/zemelapis)

F —fo

S — sea coast
W — asphalt way

rest

Table 1
EDR (nSv/h) measurement results at the Baltic saatmear Juodkranin July 7, 9 and 12 of 2008
Date 2008.07.07 2008.07.09 2008.07.12
EDR at EDR at EDR at | EDR at EDR at EDR at |EDR atsegq EDR at | EDR at
Number| sea coastf asphalt | forest, | sea coas|{ asphalt forest, coast, asphalt | forest,
of nSv/h | way, nSv/h| nSv/h nSv/h | way, nSv/h| nSv/h nSv/h |way, nSv/ll nSv/h
measurer Distance| Distance | Distance| Distance| Distance | Distance| Distance | Distance | Distance
ment from from from from from from from from from
point |ground, m ground, m|ground, njground, n| ground, m|ground, n ground, m| ground, m{ground, n
0 1 0 1 Ol 1|01 0 1 0 1 0 1 0 1|10 1
1 80| 90| 120, 100 80 70 6p 40 80 80 PpO |50 (80 (70 |190 | 70| 60
2 80| 60| 1200 120 80 7p 5p 40 100 80 BO [50 [50 |50 |[MAM| 70| 70
3 60| 60| 100 100 70 7p 50 40 80 80 PpO [60 [60 [50 |90 [ 90| 60
4 60| 60| 80| 90| 70 70 6p 4 8 70O 60 pBO O (50 |80 |80 | 80
5 50| 50| 90| 80| 70 70 4p 4 7p 70 60 O |60 [60 [80 |70 | 60
6 60| 50 90[ 90| 70 80 5p 4p 7p 60 JO0 O |60 |60 [80 |60 | 60
7 70| 60] 80 80| 70 70 4p 4p 7p 70 50 B0 |60 |50 [80 |70 | B8O
8 60| 50| 80| 70| 8d 70 4p 4p 9p 70 60 O |50 (50 [80 |70 | BO
9 60| 50/ 90| 80| 80 70 50 40 8p 70 JO O |50 [50 |80 |80 | B0
10 60| 60 1000 90[ 70 8p 5p 40 80 0 PpO |50 |60 |50 (90 | &0 | 60
11 60| 50 90| 80 80 70 5p 40 80 790 60 O |50 |50 (80 |80 | 70
12 60| 60| 100 90| 80 8p 4p 40 80 10 [0 |50 |50 |50 |90 [80| 70
13 60| 50|/ 100 80 70 7p ep 40 7o F0 fo |60 [50 [50 [90 [ 80| 60
14 60| 50 90| 90 70 70 5p 40 8p 40 10@WO| 50| 50| 80| 80 80 70
15 50| 50| 100 80 79 7p 50 40 7O 60 pBO [0 |50 |50 [90 |70 ]| 60
16 60| 50| 100 90 70 7p 5p 40 80 70 [0 |60 [50 [50 [90 [ 80| 60
17 70| 60| 90| 90 80 8D 5p 50 80 10 60 KO |60 |50 [90 | 80O | 70
18 60| 50 1000 90 80 7p 5p 40 80 40 [0 |60 |50 |50 [90 | 80| 60
19 60| 60 1000 90[ 80 7p 4b HO0O 80 0 [0 |50 |50 |50 [90 | 80| 60
20 60| 50 1100 1090 70 7p 50 40 90 Y0 pBO |60 |50 |50 (180 | 70| 60
21 60| 50 1200 1090 70 7vp 50 40 80 80 [70 |50 |50 |50 (190 | 70| 60
EDR
Nals | 62| 55| 98| 90| 74 72 49 41 8 7R 65 55 B5 |52 |91 (80 | BG
nSv/h
Wind
velocity, 2 1 2 6 2 2 3 3 1
m/s
.qu Eastern Eastern Eastern South- Western Western  Western  Western  Western
direction '] western 1
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Fig. 2. EDR (nSv/h) field structure near groundface: a — July 7 of 2008; b — July 9 of 2008; aiy 12 of 2008
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Fig. 3. EDR (nSv/h) field structure 1 meter aboveugd surface: a — July 7 of 2008; b — July 9 d3&Q — July 12 of
2008 (63 measurement points)

Fig. 4. EDR (nSv/h) field structure near groundface: a— July 7 of 2008; b- July 9 of 2008; c- July 12 of 2008
(33 measurement points)

The objective of this research is restoration @REfield structure in small territory when numbef o
measurements is minimal. 33 measurement pointsseé, 30 measurement points are removed, and ERRBsvare
calculated by optimum interpolation method. Obtdinesults are presented in Fig. 4, 5.

Comparison of EDR field structures calculated with experimental values (Fig. 2, 3) and with 33ueal
(Fig. 4, 5) confirmed that the last one can restbeeEDR field structure for every presented situmtThe coincidence
of the calculated results was satisfactory in alsigéed figures. EDR values increase near thealquart of territory is
observed. In every case a similar structure of HieRl near the ground surface and at the one nuis¢éance from it
were obtained.

Numerical results of the same situation are piteseim Table 2. Here the difference between théoesd
experimental EDR values does not excee®.15

18 measurement results were used to restore EBIR §itructure over the same territory by optimum
interpolation method (Fig. 6, 7).
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Here the form of isolines differs from analogicalves in Fig. 2, 3, when 63 experimental resultsenused.
The difference between average values of measamedcalculated results of EDR does not exceedtl5

however this difference in individual points (Fig.sometimes is greater and in particular ovefi@ei surface (Table 3).
In the 9 cases from 63 results the difference betwmeasured and calculated values exceeéls 20

Comparison of EDR field structures when 63 and edperimental results were used show that 18

measurement points can restore EDR field strudamrevery day. The coincidence between measurectaludilated
EDR values was satisfactory. EDR value increase cerater of territory is observed. EDR increasss leear center of
territory when distance from the ground surface iseter.
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Fig. 5. EDR (nSv/h) field structure 1 meter aboveugd surface: a — July 7 of 2008; b — July 9 dd&0c — July 12 of
2008 (33 measurement points)

Table 2

Comparison of the theoric and experimental vala&wvih) 2008-07-07 1 meter above ground surface

when 33 measurement points were used

Number of EDR at sea coast, nSv/h EDR at asphalt way, nSv/h EDR at forest, nSv/h
measuremen Measured Calculated | Measured Calculated Measured | Calculated EDR
point EDR value EDR value | EDR value| EDR value EDR value value
1 90 90 100 100 70 70
2 60 80 120 90 70 77
3 60 60 100 100 70 70
4 60 61 90 78 70 74
5 50 50 80 80 70 70
6 50 59 90 73 80 72
7 60 60 80 80 70 70
8 50 59 70 73 70 73
9 50 50 80 80 70 70
10 60 55 90 72 80 73
11 50 50 80 80 70 70
12 60 55 90 72 80 73
13 50 50 80 80 70 70
14 50 54 90 71 70 72
15 50 50 80 80 70 70
16 50 60 90 77 70 78
17 60 60 90 90 80 80
18 50 65 90 82 70 79
19 60 60 90 90 70 70
20 50 62 100 82 70 76
21 50 50 100 100 70 70
EDR average 56 59 90 82 72 73
value, nSv/h




Diena=2

12 4 Jara

SN

12 Jara

14
] [s] 70 ‘:
[ 12 Fora
a5
& 10 4
5 8
5]
= c
&5 4
r/'/\\95 \ 5]
" ?
2 3
a

Fig. 6. EDR (nSv/h) field structure near groundface: a — July 7 of 2008;
(18 measurement points)

Diena=3

o g \‘}51

AN

C

wih

2

Fig. 7. EDR (nSv/h) field structure 1 meter aboveuad surface: a — July 7 of 2008; b — July 9 @& — July 12 of
2008 (18 measurement points)

Table 3

Comparison of the theoric and experimental vala&wvih) 2008-07-07 1 meter above ground surface
when 18 measurement points were used

Number of EDR at sea coast, nSv/h EDR at asphalt way, nSv/h EDR at forest, nSv/h
measuremen| Measured Calculated | Measured EDR| Calculated Measured | Calculated
point EDR value EDR value value EDR value EDR value | EDR value
1 90 90 100 100 70 70
2 60 83 120 85 70 76
3 60 74 100 77 70 75
4 60 64 90 73 70 74
5 50 50 80 80 70 70
6 50 56 90 68 80 71
7 60 57 80 66 70 70
8 50 56 70 68 70 71
9 50 50 80 80 70 70
10 60 56 90 69 80 72
11 50 57 80 66 70 71
12 60 56 90 68 80 72
13 50 50 80 80 70 70
14 50 59 90 71 70 74
15 50 62 80 72 70 77
16 50 64 90 77 70 80
17 60 60 90 90 80 80
18 50 66 90 79 70 81
19 60 65 90 76 70 79
20 50 63 100 79 70 78
21 50 50 100 100 70 70
EDR average 56 61 90 77 72 74
value, nSv/h
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Fig. 8. a — EDR autocorrelation function of 1 metbove ground surface July 7 of 2008 (63 measuremants);

b — EDR autocorrelation function of 1 m above gibsaorface July 7 of 2008 (18 measurement points)

Examples of EDR autocorrelation functions are giweFig. 8 a, b.
The results in (Fig. 8 a, and b) show relativetprsg correlation between EDR elements. It is enidthat the

more experimental results are used, the correlaistronger.

4

4.

. Conclusions
1. The wind of various directions changes the strgctfrEDR field.

2.

3. Decreasing measurement number up to 33 and 1&oiheidence between measured and calculated EDkewal

It is found out that EDR values were greater nearground surface.

was satisfactory. A difference between measuredcatmlilated data is about %5
To get the similar structure of EDR field with acacy of 184, it is possible to decrease the measurement number
3.5 times using optimum interpolation method.
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Abstract

In this article the gravitation’s strength of drigi wheels from concrete bridge’s type goat crarnieviestigated. It is
obtained the system of equations that fully dessrithe movement of crane whine turning on and allsalving the
problem about location of the strength of gravitativhen there is regime of settled working.

KEY WORDS: dynamic, cranes of bridge type, settled movemesgsing mechanism.

1. Introduction

When analyzing dynamical processes that accursranes, it is necessary to estimate the peculiaity
constructial cranes crossings mechanisms, wherentiia is the type of cranes crossings mechanishestype of
motion wheels, the number and scheme of motion Ishéee type and fixing version of under cranesiaiype of
gear's engine. In some cases there is need toatstifme peculiarity of crane‘s metal constructib+b]. When making
complex analysis of bridge’s type cranes with sdtthovement, there is necessary to estimate: tisbane of cranes
settled movement and the whell rolling on rail neh, the force of attraction of driving wheelse thynamic of
cranes settled movement, when edges of driving Mstteenot contact rails and when they do contats;rdne load on
cranes in regime of setlled rectilinear case andlets quite difficult task that depends on rofifactors. In this article
we widely estimate the forces of driving wheelspecific crane of bridge's type, goat's crane.

2. The Gravitation Forces of Driving Wheels

The gravitation force — is managed moving forbat is created when wheels of force gear contéttt rails
and is plused with direction of rim's movement.

It is difficult to describe the dipendence of gtation forces in driving wheels when there areetwines.
Usually when calculating the gravitation forces nmmoving mechanisms is keeped, that they are in ptiopoto
opposition forces in moving crane. However therdifferent opinions. M.Shefler claims, that thengtation force in
driving wheels must to become clear from conditiovieere we see the proportional relative speed sparding
wheels elastic movement, but he does not preserirthl appearance of gravitation force [4].

Let's agree, that crane, which centre of mase geiometrical bridge centre (Fig. 1), has equalinyi wheels
and is moving with the same speed along axle. Ghpsare in both sides of mechanism's elemenésgqual. So the
opposition for movement is equal, there are equakk that exists in driving wheels.

If now the heavyweight cart moves to the leftnthiee resistance (of left crane side) for moveneiricreasing
when increasing vertical load on the wheels, biihéoright — decreasing, the moment of inside fovitleappear, that will
call movement from left crane side that refleaghtiand causing the turn of bridge and deformaifaerane tempera.

Fig. 1. The calculating scheme of crane
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As turn of crane is possible only having tempetse&l movement and occurs enough slowly, we will not
consider it when taking into consideration the termapof bridge deformation and transmissions whemosixg the
gravitation forces of driving wheels. So the equaif crane movement is:

Jr+Bi+q(r-6)=M"

J6+Bé+c,(0-6,)=M,?

) - 1
mly1+cs(yl-yz)-—°l(rr 1) - w, 1)
1
) ")
mzyz+03(yz—y1)——C2(rr 2)=—W2
2

wherec; andc, — the stiffing of left and right sides in mechamisnovement, N/mg — the corner of one engine shaft
turn, rad;B — the coefficient of stiffing of enginé,, 8, andr,, r, — the corners of turn and ray of left and righvitg
wheels turningMo?— the moment of the first engine, NMy'? — the moment of the second engine, Nm: the mass
of crane's right side, kgn, — the mass of crane's left side and the mass fvashout load, kg;y; andy, — the

movement of crane's left and right side, ep- the tempera of bridge when there is curve, NMnandW, — The left
and right side of crane resistance to the wind, N.

The two lacking equation we can get from thesatiahs:
Rr=c(r-6,), Pzr2=c2(9—6?2). (2)

Because of driving wheels lengthwise tempera marentheir centres‘road is not equal to the roadleén
wheel turning:

t .
y, Z rradt (3)
0

t .
y, Z 1,/ 02 dt. (4)
0

According to tempera moving theory, the drivingeets gravitation force®; and P, are proportional to
correspondence speed of lengthwise tempera movemente, for specific wheels:

R =-Kgé, P, =-K¢, 5)

ThereK, and K, coefficients of correspondence driving wheels terapeovement.
Driving wheels speeds when they are turning:

vy=nt, V,=r6,. (6)
Existing their speed), and y, . Dividing the difference between existing speed &mning speed:
s=1-nt/y, &=1-r, 92/Y2- (7)

While putting expressions (5), (7) in to (2) foram; we get expression of missing connection eqoati
between corner and rectilinear movement that aresiingating in the system:

¢ (r-6)+K,n [L-r7/y,)=0
o ®)
c, (6-6,)+K, 1, (1_r2 92/Y2)=O

Not rectilinear equation systems (1) and (8) tptdéscribe the specific crane movement when switclon
(Fig. 2) and allow solving task about gravitationdes location, when there is settled regime.
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Fig. 2. Specific goat crane with separate geargching on dependence: a) The movement of left &jid crane side
and movement speed; b) The crane’s engine shafesisind their turning corners

Formatted crane movement parameters are desdnbsdlving equation systems (1) and (8), when oo . It

is possible to show that when movement app@arsd = «f” = const, 8, =7 =} =

)y =constand y, =y, =V, =const
and putting these figures in to equations (1) &)dve get formulas:

K, rat? +K g 0
V0= 1170 JZa)O (9)
W+ K +K,

whereW =W+ W.
Analogical we get formulas that describe restrégucharacterising appearing crane movement:

o ot w0,
s 2 =

=1
Vo Vo

(10)

Driving wheels gravitation forces:

(1) (2)
. [49)
F:)LOZKl(rlo_ j’ onsz(rzO_ j (11)
Vo Vo

That means that when there is symmetrical trarsaris(C; =c,), equal enginesM; =M,) and wheels
(r,=r,=r) the gravitation forces will be equal for eachesthThat allow saying that from switching cranetidf
occurring settled movement the distribution of dation forces till figures showed in (11) occurs.

3. Conclusions

1. The not rectilinear equation systems are took that, totally describes specific crane movement wheitching on
and allows solving task about gravitation forcestribution when there is transitional or settledkwegime.

2. When there is symmetric goat crane transmissionalegngines and wheels, the gravitation forces éetweach
other are equal. In the momenswitching on crane, the dynamical processes odbat, later, when gravitation
forces evenly distributes, ensures the settled mewt of crane.
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Abstract

Capacitive micromachined ultrasound transducer (€Mtbncept based device for measuring fluids arskgdlow
ratio is described and simulated. Employing cMUGd svork for a flow measurement allows minimizing théuence
on the hydrodynamic resistance of the flow metdre Bffect was achieved by obtaining the obliquentfrof the
ultrasound wave without physically tilting the teglucer’s aperture. This became possible by intiodue special way
of transducer segmentation and distribution aldmg wall of a measurement tube. Our solution all@btaining
required dynamical focusing and refusing from etmdt delay lines at the same time. This lowers phiee and
simplifies the electronic part of device. For desigerification a finite element model was develap&He transient
analysis was used to simulate the ultrasound wemet.fSimulation results showed the most conceotradf the
energy of transmitted ultrasound beam to propagasa angle of 350 the plane of the transducer assembly and thus
to a side wall of a measurement tube to whichrdwesducer assembly is mounted.

KEY WORDS: capacitive micromachined ultrasound transducemyfloeter, finite element analysis

1. Introduction

The measurement of a fluid or gas flow velocityg asate is greatly important in latter-day scienod adustry.
Flow measurement is necessary for control and mong of operations, in which liquids and gases fatwicated,
transported or dosed.

The existing flow meters can be classified intoesal different categories: mechanical, electronetign
ultrasonic and optical [1]. In the last years, adwnic technique greatly improved in flow measumenaecuracy and
extended fields of use. The ultrasonic flow meanangt offers many potential advantages over otlogy fheasurement
techniques. The instrumentation can be more acwmatonly in static conditions, but in dynamic sraes well; and a
most important point: ultrasound is cost-effeclimeg term solution for flow measurement installatd5].

Capacitive Micromachined Ultrasonic Transducerglyd@) concept came to the research in the past two
decades as a branch of evolving microelectromechhaystems (MEMS) industry. Methods of cMUT fahtion are
described widely [3, 4].

Most flow meters are designed to measure a flat thllows a certain flow velocity profile; therefothe
information about the flow profile in a measuremdntt is critically important. The exact charactérthe velocity
profile will depend on many factors, one of whishthhe meter installation effect [5]. For ultrasofimv measurement
an ultrasound wave propagation direction must baligh or have non-square angle in respect to kbw tlirection
(Fig. 1). Radiation direction of simple ultrasoriiansducer is perpendicular to the emitting surfaberefore they
require tilting or using tilted mirrors/prisms torfn an ultrasonic beam of required direction. Higschematically
shows the more or less traditional way of positignihe ultrasound transducers within the flow maagutube. Here
the ultrasound transmitter is transmitting ultrambenergy towards an oppositely placed receiveigciwieceives the
ultrasound energy and converts it to the electrsighal. Signal attenuation, distortion or protoumsiof transducer
elements to the inner space of a measurement sibmavoidable and the later distorts the flow. He tase of
segmented transducers, angle path of an ultrasbeath to the emitting surface can be obtained @&EigThus the
transducer can be mounted substantially parallethéo sidewall of a measurement tube, eliminating tieed of
protruding/reflecting/attenuating elements. Thipiisventing from introduction of additional flowstlirbances which
affect the measurement data. However, fabricatiaegmented piezoelectric transducers with higklle¥accuracy is
problematic and expensive. Moreover, special matckdyers in order to couple ultrasound into ligardgas medium
are required and these layers need to be manugdctor tight mechanical tolerances. Therefore waktliMUT
concept here is to have potential advantages. Alitiadal advantage of cMUT is the possibility ofesption in high
temperatures, at which the piezoelectric devices lineir properties. This creates new niche paterag. gas flow
meters in internal combustion engines, exhoustgfig® meters, etc. So, this study was targetegxfgore the effect
of introducing cMUTs in ultrasonic flow meters.
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Fig. 1.Ultrasound transducer arranged at the aoglee tube wall.

2. Design of a Transducer

To obtain required radiation characteristics dafeansducer, which is flush-mounted to the measunérbe
wall, we designed bended segmented arrays of cMi&lli$. ©blique front of ultrasonic wave was obtaitgdchoosing
different distances between the transducer elem@&his special way of the excitation of transdudements, using
reversed biasing, was used [17]. This gives a pialenf putting down the unit price and simplifieat of electronic
part of the device.

The ultrasonic flow meter operates with a pairt@hsducers, where transmitting transducer exates
ultrasound beam, which is inclined to the flow atamgle to the plane of the transducer assemblytattie side wall
(Fig. 2). We performed analysis for the angle 35°, but other angles are equally conceivable &xact path of the
beam depends on the transducer design/operatioa aratithe measuring tube configuration.

For measuring fluid flow the ultrasound beam mayalpulsed beam. The flowing liquid or gases catises
differences, frequency variations and phase shiftdtrasonic signals, which are subsequently aaptwand processed

by the flow meter electronics. The time-flight flaweter detects the difference between the trameddiof ultrasound
in flowing and in stagnant fluids as [2]:

At =1 cos¢C—V2 1)

wherel is a distance between the transducgrstands for an angle between the ultrasound be#mapa direction of
flow, v denotes the fluid flow velocity;, stands for velocity of sound.

The concept of a transducer design is shown ig.(3J, were both dimensiomsandl, kept equal to about 15
mm. Such a transducer is suitable for operatioh ait ultrasound frequency of about 1 MHz in measerg tubes

Receiving

Electronic Transmitting

I:‘I bloc transducer

Fig. 2. Schematic view of ultrasonic flow metertwiirect reception

Transducer elements

Fig. 3. Schematic view of a transducer assembly



Fig. 4. A 3-dimensional view of the transducer @f.R. illustrating its operation

with approximately 25-32mm cross-sectional dianmsetéarger measurement tubes may be fitted withtaanbally
equal or larger sized transducer assemblies. Hmsducer elements in Figs. 3 and 4 are sized te davidth ofA/2, A
being the wave length of the ultrasound waves tayéeerated. The transducer elements are arrangetitmally
adjacent curved beams, in a substantially coneeaintular pattern. The arrangement maintains sunistly the same
distance (Fig. 4) between each point within onenelat to the focal spot.

The distances from the centres a, b, c, of thesthacer elements to the focal pdirirranged according to the
following equation:

2(di-do)=n/, 2)

in whichd is the distance between the front most transdeleanent and the focal spbtd; is the distance between the
i-th transducer element of the transducer assemblytenfbcal spoti is the wave length of the ultrasound wave and
is a natural numben(= 1, 2, 3, etc.).

Applying (2) for the centres of substantially fgie rows (e.g. arranged substantially in the Yediion) of
transducer elements, a linear focus is obtaineallphto the orientation of the transducer elements

In case of each individual transducer unit witbach transducer element (e.g. extending alonguhed row
a’, a, a") is arranged substantially accordingdaation (2), (i.e. withd; referring to the i-th individual transducer unit)
the substantially circular arrangement of Fig. #li¢ained, which may provide an ultrasound beamded to a focal
pointf.

The separation between two adjacent transducereslsl; (Fig. 3) is chosen so that according to equation (2
the difference of the distances between adjacanstiucer elements and the focal spot would édRalThe separation
between adjacent transducer elements decreasdglysligith increasing number of the transducer eleimg.e.
increasing distance from the front most transdet&ment along the direction X in Fig. 4) to keep #ibove formulated
criteria satisfied. Such a design of the transdassembly simplifies the forming the ultrasound alws keeping the
driving electronics at maximum simplicity.

To form an inclined beam, elements of a transdassembly are to be excited in a sequence with diefey
with respect to each other. The specific desigtheftransducer described above with respect ta Bigsd 4 allows
supplying exciting pulses to each transducer eléemih a constant time interval. This allows prawigl the exciting
pulses from a pulse train produced by an ordinanegator of square pulses with a desired pulsdidarand period.

3. Finite Element Modeling and Results

For verifying a design of ultrasonic transducee finite element model was developed. The commigrcia
available FEA software (ANSYS) was used. We haveseh 2D model for reduced simulation time. Couglelti
simulation was performed including structure fi@flcMUT and acoustic field of fluid. As differendeetween the
travel times of ultrasound in flowing and in staghdluids can be found analytically according (¥e limited
calculations of direction acoustic wave in time dam Features of acoustic fields computation in imgvmedia
conditions are widely analyzed and described [k6prder not complicate the model we did not ineldd simulation
of capacitive transducer cells. Simulation of ayirtransducer cell is described in our earlierk@s].

Acoustic wave equation in homogeneous media camritien as:

10%p
Ap—-——X=0 4
P =% (4)

wherep is an acoustic pressutds time, A is Laplace operator.

Discretizing and solutions methods of (4) are dbsd in [13, 14] and ANSYS documentation.

In our model structure elements were divided byARE42 elements, the ambient medium was modeled as
hemisphere, consisting of FLUID29. The size ofadtrund propagation medium divisions is limited oy twvavelength
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of the sound wave: for representative results witbertainty less than 3%, as much as 10 elemeatsugposed to fit
within the one wavelength. So the ultrasound prapag medium was divided in 0.15 mm elements, &gl limited
the maximum of frequencies available for analysid&.0 MHz ¢ = 1.5 mm for the speed of sound in water 1500).
The time-domain FEA with digitizing period of 50 was applied to simulate the pressure front of@ustic wave.
Simulation results are graphically shown in FigFtg. 5, a is an intensity distribution plot of aremplary
ultrasound beam generated by a transducer assextelyding s along the horizonta)(axis and being centered about
position 34 X = 0.005 m). From Fig. 5a, it may be apparent thatgenerated ultrasound beam propagates at aa ang|
of about 38 to the plane of the transducer assembly and thasstde wall to which the transducer assemblydsmted
parallel. It may further be seen that the phasaticel between adjacent transducer elements prodiicag waves.
However, these waves are not directed towardsateiver and are supposed not to affect the measumtem

c d

Fig. 5. Ultrasound beam generated transducer Idqadeallel and propagating in a direction orieraédn angle to the
horizontal axis: a — acoustic beam; b, ¢ and Ggest formation of acoustic pulse

Conclusions

Described flow meter, based on cMUT concept, gpssed to have minimal influence on the hydrodyami
resistance of the flow meter and minimum flow distms. The transducer designed for the said flostemis having
no matching layers or mechanical beam forming efgmeTherefore it is being thought as advantagees the
existing transducer concepts.

Slightly bended segmented arrays of CMUT cellsumed to improve the required focusing of the atirac
beam. Oblique front of ultrasonic wave was obtainkdosing different distances between sectionsamsistiucer and
specific way of exciting the transducer cells. Englement analysis for this design shows the geéeerultrasound
beam to propagate at an angle of abo(tt83he plane of the transducer and to a side twalthich the transducer is
mounted parallel.

Such a flow meter, having great advantages ofoétipd) cMUT properties in beamforming, is thougbthe
suitable for high operating temperatures of gasa$ fiuids and therefore creates a niche potentaldas flow
monitoring in internal combustion engines, exh@asgtes monitoring and others.
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Abstract

This paper presents an analysis of influence afigglovater flow on frost penetration depth duringstant frost action
under real ground and hydrological conditions.

Field observations and theoretical analysis shaat ttominant factors controlling depth of frost peaton are the
intensity and duration of freezing period. Variatio soil type, density and water content may aotdor penetration
depth variations by a factor of two.

KEY WORDS: frost penetration depth, ground water flow, growuahditions, soil thermal properties, frost heaving.

1. Introduction

The building of "Klaipedos Smelte" refrigerator lgcated just near the Kursiu Marios. Foundationsaof
building - driven piles with tips at 10-12 m degdtbm the ground floor level. Until 2001 freezingoras of ground
floor were used for storage of light frozen produetsuch as ice-cream, etc. On the upper two fliheréreezing rooms
had a temperature of minus (-) 20 °C. Administratiiecided to use ground floor with the same frapt@mperature
without any additional isolation of the ground

It was necessary to check frost penetration depthé ground under the new temperature regime ssgr@
that penetration depth will not reach a morain dgrayhich during freezing ice lenses might occus. dresult of this
frost heaving take place and piles will start tovenaip. Preliminary calculations not including grduwater flow
showed that critical frost penetration depth wéldchieved during 6.5 years.

Because of hydrological conditions showing contg\gtound water flow the influence of it was anatyize

2. Ground Conditions

As was mentioned before, "Klaipedos Smelte" teryiis in Klaipeda harbour on a shore of Kursiu Mari
The refrigerator building is in about 20 m distafrcen the harbour quay wall.

The ground profile of the refrigerator consistsOd® m reinforced concrete floor; 0.6 m isolatiogdaslag;
2.3 m — moderate wet gravelly sand, dense, 6.8aturated gravelly sand bedded by moraine clayy dense, stiff to
very stiff (silty sandy clay with cobbles and grBve

Refrigerator was constructed in 1967. Accordingexsting pile driving data, for this building pitgps are
0.5 - 1.5 m embedded in moraine clay.

3. Analysis Philosophy

The geometry of refrigerator building is 36x36 ntcArding to geotechnical data ground water tablellbas
a hydraulic gradient 0.01 (0.3 m at distance 30Thg hydraulic permeability was assumed to be 3fagn/There was
no accurate estimation of it. Hydraulic permeapililas estimated according to grain size distributé gravelly sand.
Thickness of water layer was assumed to be constu@® m. Taking into account this data it coulddadculated that
during one day and night through 1.0 m of freezimgm width 2.04 mground water will come. This amount of water
will bring some amount of heat which will have effen velocity and depth of frost penetration.

The main ground water flow parameters are: soiingability, hydraulic gradient, ground water tempenra,
etc. There was an assumption that these paranaeteconstant, however in reality they are not aortst

Table 1.
Thermal properties of soils
No Soil _ Layer Water Thermal conductivity| Volumetric heaC,

' thickness, m | contentw, % 4, Wt/(m °C) MJ/(m® °C)
1 Dry slag 0—0.56 2 0.37 1.9
2 Gravelly sand, wet 0.56 —2.9 5 1.50 2.0
3 | Gravelly sand saturateld 29-97 25 2.70 3.0
4 moraine clay >9.7 20 1.35 3.0
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It was assumed that ground water flow has congtarameters. Later in the analysis of data the énite of
changes of hydraulic parameters will be shown.

4. Analysis of Influence of Ground Water Flow

Thermal continuity and conservation of thermal ggeaequire that the rate of change in thermal gnefgan
element plus the rate of the heat transfer inteetament equal zero. In our case it could be egpres

wo X oT _ . (=
[C+1+Wpﬁ]ﬁ—dlv()\lfgradT) d|v(cTJ) (1)

where T [€] - temperaturet, [s] — time,p [kg/m®] - soil density,C [J/nT °C] — volumetric heat of soilg = 4200[J/kg

°C] — water heat capacity, w [unit] water content] [Wt/(m °C)] — thermal conductivity of soil}? =334000 [J/kg] -
latent heat, J [kg/fs] — intensity of ground water flow.

Freezing or thawing of water is under temperatur® 1C, thusg—l— equal zero. Value of integral of this

equation from some negative to some positive teatpegs is finite value and equal t# =334000 [J/kg]. Such
function isé -function. It can not be used directly for numatisolutions. It is convenient to make approximatixy
function:

¥ = 3?";Ooo(th(w,/;) +1), )
derivation by temperature of which equal:
9F _ 334000

T  2Bc (TB) ®)

This is continual finite function which has narrduat finite width with the same value of integratelat heat
value- 340000 [J/kg]. Whefi approach to 0, the function approachdtéunction. For following calculations it was
assumedg equals 0.2.

For simplification of the task it was assumed tratund water flow intensity has a constant valug @nstant
direction. In reality when frost penetrates deefiex,height of flow crossection starts to be smallaplementation of
this phenomenon complicates an analysis. So, gustifnplicity it was used equation (1) with one nakn function T,
the temperature.

During seasons of the year temperature of the upyers of the ground varies. For simplicity it was taken
into account and mean value of temperatureG-Wés assessed.

In absence of ground water flow for prediction theration during which temperature becomes constant,
dimensionless parametemight be used.

= (4)

whereA - area of refrigerator floo€ — volumetric heat of soil (including latent heat).
Change of temperature in the soil is exponentiéh wias exponential indicator. tf> 1 it might be assumed
that freezing process is stabilized, that means:

CA
t>——.
A

If there is ground water flow the depth of froshptation will be less and temperature stabilizafioocess

takes less time.
The equation (1) in Decart system of coordinatesheaexpressed:

co W [0H)OT 0 0T) 0 (0T}, o oT) < oT -
1+w 0T ot ox| dx) ody\ ody) dz\ 0z 0 X
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wherex — axis horizontal, parallel to ground water flow; horizontal axis perpendicular to ground water flaw
vertical axis, perpendicular to refrigerator floor.

For numerical solution of the problem equation \{&)s approximated by a system of discrete equatibas.

obtain high accuracy and employ smaller numberofagons new coordinate system was implementedrémation of
variable me:

E=&(x), n=n(y), (=U2. (6)

These functions represent variable scale. They alosen in a manner to avoid areas with drastiogdm of

temperature. In the areas where change of temper&isharp, the axis is elongated and oppositerevhhange of
temperature is slow, the axis is constrained.

After implementation this into equation (6) thediolg expression is obtained:

c+ W pa}E OT _ 0 (98 9T 10& 0 [,0n 9T \on 9 —Zaa— 53247 7
1+w" T ot az ax 0t Jax an 9z 0C Ix 0F

dy dn ay 6Z

Giving a symbol f for the equation left side in tkats:

C+ Wp% f,
1+w 0T

temperaturd becomes a function of coordinates and time:

T=T(.n4) (8)

By the approximation employing finite elements,feliéntial equation (8) is transformed into a systein
discrete equations for which n, { a real number values are prescribed:

f (l, ],k) T(I! Jik) -Tt=t-At(i’ J! k) —

At
Uiy T +1,5,K) - TG0, J, K)]-Uy o[ TG § K) - TG -1,0, K)] +
Vo TCL T+ 1K) TG K)] - Vo[ TG . K) - TG j-1,K)] + (9)

W[ T, k+1)-T(L K] - Wiy [ TG §, K) - TG J K -1)] +
+QIT( 5K -T(0 -1,), k)]

wherei =123,...,I,j=2123,....J, k=123,....K

5 05 505
U [ A— U_,=|— A—
I+]/2 ) i-1/2 I
0X )i\ 0X )iy X e\ 0X )iy

%) 5,5
V. ( V. .= L
j+y2 i-y2

6y n=j aynJﬂ/Z 0 j aynJl/Z (10)
ol ] LB

Z )ik z 7=k+1/2 z 7=k z 7=k-1/2

~ (0€&
Q=c [ ]
0X £icy2

At the edges of calculation area, instead of (k@)riolary conditions are implemented, i.e. ¥&7Boundary
conditions are implemented, i.e. T %7 For analysis such boundaries of soil area vaert

-100< x<100[m], 0<y<100[m], O<x<50[m]. (11)

Number of mods of mesh:
| =100+150 J=50+75 K =80+120 (12)
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The problem was solved by implementing the iterapoocedure for each time step. Equation systemwas
solved by separating one strip from the systemaifimin the dissection of one axis. When calcolatf all strips for
one axis was finished, strips of other axis weralys®ed. This procedure was adopted until requireszliracy was
achieved. Then procedure was repeated for andeio§time.

4. Results and Discussions

The practical conclusion for Klaipedos Smelte adstiation was positive. If assumptions on grouratex
flow are realistic (flow intensity 200 kgffday), the maximum frost penetration depth 4,0 isTneans that frost
penetration will stop in the ground which is naist susceptible and danger for building structisesoided.

Having solutions it was very interesting to analyehat is going to happen if hydraulic propertiésthe
ground are different from those which were acceptambrding to existing geotechnical information.

For the prediction of real penetration depth iswacommended to measure temperature at 1, 2 andepth
at 2 locations: in a center and at the edge okingeroom results of which might be compared walcalations.

intensity of ground water flow, kg / m?day
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Fig.1. Influence of ground water flow on frost pgadon depth of the ground: 1 - slag, thermal

conductivityA =0.37 Wt/ (m® C), 2 - slag, thermal conductivity=0.74 Wt/ (m° C).

Fig.1. shows that there is some critical valudl@f intensity, about 50 kg/fday, increase or decrease from
which has a significant effect or very small effentfrost penetration depth.

The time, during which frost penetration depth reéitee maximum values is very influenced by grouratew flow
intensity (Fig. 2, 3).

Distribution of ground temperature beneath the#neg room floor is asymmetrical and depends omgpglo
water flow direction as it is shown in Fig. 4 (athermal conductivity of slag-0.37 Wtf@; b — 0.74 Wt/fC).
Comparing depth of 0 temperature isotherm migHbbied the great influence of insulation layer.

Measured values of temperatures in the groundeefzfng rooms at the edge and centre confirm asyrrog
thermal contours (Fig. 5). Comparison of prediciiomith measured values revealed that hydraulic ectdty of
cohesionless soils of the refrigerator ground &s lthan accepted for analysis. This means thatndrovater flow
intensity is less. The measured values of groumpégature correspond to water flow intensity akd@ kg/niday.
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Abstract

We present two different optimization formulatiosisd give an example of an optimized workstatiorolay Moving
assembly lines have played a central role in magmative and other production. The assembly litene the final
product assembly process is performed typicallysisis of 300 to 500 workstations (also known aks aglworkcells).
KEY WORDS: assembly line, queueing time, optimization, math&ahmodel, aggregation.

1. Parallel Assembly Structure

We will study assembly organization form, when fipeoduct [2, 3] is split to certain number of garThese
parts are being assembled simultaneously at diffexesembly stations and then all parts assembbgather to final
product at the last assembly station (Fig. 1). fn@blem was considered while studying assemblgge® of wiring
harness products assembly in [1]. Wiring harnessipoments are especially suitable for this kind s$embly
organization, because they contain a lot of smafigthat have similar mounting and assembly tirBeshe statements
made and solving methods discovered could be apfi@ny similar assembly process. The main go#hisfpaper is
to represent assembly process in such way, thaevessembly time (queueing time included) wouldHgeminimal.

t

Assembly station

t2 tA

Assembly station Aggregation statiop——Final produc

Assembly station

Fig. 1. Parallel assembly line

It was found [1] that utmost importance to wholseaably time has number of parts, in which we dpigl
product. The function between number of parts asembly time:

Ts—A
n

7 (m == ALy, R

where T, - assembly time of not split produat;- number of partsA( n) - aggregation time.

We can use this function only after assuming tlstggzments:

e« Sum of assembly times of all parts and aggregatiime is equal to assembly time of not spit product
assembled in one station;

T = tA+Zn:ti,wheretA= A(n),

i=1

* Assembly time consumed to assemble certain pads dot contain aggregation time. This is why isdeeeto
subtract aggregation time form whole assembly time.
« Assembly time of each part is the same. This is whycan divide assembly time by number of parts.
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t,=t,=..=t

n?
It was proved (by using correlation analysis mef)dtat aggregation function is linear [1]:

A(n) = kn+ b )

wherek andb - aggregation time coefficienték >0, 0< b< T ), and they depend on certain product, and theybean
found by analyzing this product.

2. Total Assembly Time Optimization

The main result of the project [1] is that that thaction (1) has the unique global minimum at pain> 0

argminT, (n) = n 3

While using function (1) we reduce total assemityet but we do not consider queueing tin@én) which

will appear between assembly stations and aggegatation. This time will appear when assemblyetahthe stations
is lower than aggregation time. In this way aggtiegastation will become bottleneck [4] and parifl hhave to wait to

be aggregated. Queueing tir@( n) could be expressed as absolute value of differeabeeen aggregation and part
assembly times (queueing time) could be expressed:

T,—A(n
(=] (-2 @
Therefore function (total assembly time, queueingetincluded)
T,-A(n)
To(n)==—==+ A+ 1) (5)
has to be minimized, i.e. need to find poimt
argminT, (n) = n, (6)

This minimum pointn, will be not the same as for model one (3). It wesved thatn, is equal to positive
root (if k>0, 0<sb<T,)

= -(ke B+ (ke 7+ 2T )
of equation
Q(n)=0. (8)
So we found function between number of parts we 8p product and whole assembly time with respect
gueueing time.

To illustrate results of realizing the above modele represent the example (Fig. 2.) in which
T, =1.05 h,k= 0.076b= 0.11 and dependence of ronf of equation (8) on parameteksb, i. e.

(kB = (~(ke (e B+ T- B).

These dependences are represented in Fig. 3. gnd.Fi
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3. Conclusions

1. Represented assembly time calculation model lwhi@luates queueing time appearing in assembdy lin
between part assembly stations and aggregatidorstat

2. The method to calculate optimum point in whiclat assembly time with respect to queueing time is
minimal was presented.

3. One example was calculated by two assembly tiateulation models and the comparison between both
solutions was made and noticed that both minimumtpare different.
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Abstract

The requirements of the mobile robot bandwidth mmepointing system were estimated during the rekegork. All
the paths of the mobile robot motion on a planeewapproximated to the rectilinear motion or to tjgra The
motional path, mobile robot speed and the distancthe receiving antenna are presented as theidascbf the
rotation speed of the transmitting antenna in gaiper. The control system of the robot motion mustk according
these functions to make sure the good connectitwele® antennas.

KEY WORDS: mobile robot, antenna pointing system

1. Introduction

Some times it is impossible for the human to rahelresearch place. In such situation the mobbetroan be
sent for the realization of the task. Such robogsantrolled by the control station analyzing tew from the video
camera [1]. Therefore it is important to have adj@onnection between moving robot and the contaticn. The
directive antennas are used to keep up such caanedthey are controlled pointing them always te tieceiving
antenna of the control station. The energy recoofskee mobile robot limiting the size of the diti@e antenna and the
quick-acting of it's pointing. Therefore the antanmust be as small as possible, but also it musirieatated to the
receiving antenna straightly. There are two mafaat$ the pointing system of the robot antenna messtt to: a) the
form of controlled motional path and the headwaythe effect of the uncontrolled motion under theag of small
shoals (rough road, small stones et cetera) ttrdlo& and also to the orientation of antenna [2]3,

2. Typical Path of the Mobile Robot Motion on the Fane

The bandwidth antenna of the mobile robot must espgndicular to the vector pointed to the receiving
antenna. The antenna is oriented on the horizqdale rotating it vertically. Therefore the pathtb& mobile robot
motion will be analyzed as the projection X¥ plane (Fig. 1.). All the paths of the mobile rolsan be reduced to the
segments of linear and curvilinear motion [4]. Thdius of minimal turn of the mobile robot depeiotsthe type and
the measurement of the truck. Also there is theimah speed of the stabile robot motion in such psplace.
Consequently, the segments of the curvilinear magpiath can be approximated to the circular arcs.typical path of
robot-explorer is shown on Fig. 1. On the segmén®s 3-4 and 6-7 the path of the robot is linear. The curvilinear
segment2-3, 4-5 and5-6 are approximated to the circular arcs.

Receiving antenna

Fig. 1. Typical path of the mobile robot motion
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When the robot is moving, the antenna is changiegatation angles. The antenna must be perpendicular to
the section connecting the receiving antenna aadémter of robot antenna plane. The azimuth wai® the angular
velocity of 8. It depends on the linear speed of the rohalistance to the receiving antertiand the rotating radius
These dependences for the linear and curvilinediomevere estimated for the analysis of servo dguek-acting of
the antenna rotating angle.

3. The Linear Motion of the Mobile Robot

The mobile robot moves on a level plane at speddt us assume that the motion path of the maobitet
doesn'’t cross the central poiAtof the receiving antenna. Consequently, it is gbvyaossible to draw a perpendicular
AB of the length_ from the receiving antenna to the linear motioe lof the mobile robot (Fig. 2, a). The lengthted t
perpendiculat will be the shortest distance the mobile robot Miaaach to the receiving antenna.

Receiving

; Receiving
a) antenna b) antenna

Fig. 2. The linear motion of the mobile robot: the motion to the various directions, b — calcolatscheme
The calculation scheme was used for the calculatibthe changing rate of the antenna rotation aggle

(Fig. 2, b). The antenna rotation anglelepends on the distandebetween the mobile robot and the pdinand the
distancel as follows:

d vt
= — | = — 1
B(L.t,v) arctg{Lj arcté Lj 1)

According to the equation (1) the robot is at tlinpB at the timet=0. The antenna azimuth ratecan be
written from the equation (1) as follows:

w(L,t,v):%ﬁ(L,t,v):%. )
L(1+v sz

The graphs of the antenna azimuth rate are showigir3. We can see that the maximum azimuth ratheo
antenna is at the tinte0. It is a moment when the distance between thigilmmoobot and the receiving antenna is the
shortest (at the poiis).
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Azimuth rate of the antenna @,

0
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Distance d, m
Fig. 3. The azimuth rate of the antenna as thetifomof the distancé and the linear speed
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Now it is possible to write the equation of the mnaxm azimuth rates,., considering the results before. The
azimuth rate depends on the distah@nd the linear speedas follows:

@, (LV)=—. ©)

rl<

The maximum azimuth ratesm.x of the mobile robot antenna calculated using theagion (3). They are
shown in Fig. 4. The maximum azimuth rate is l&s$1t0.3%/s, when the distance to the receivingwatésL>1000 m.
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Fig. 4. The maximum azimuth raig,., as the function of the distanteand the linear speed

4. The Curvilinear Motion of the Mobile Robot

The mobile robot moves on a level plane and strékesag. It changes the motion direction and stamsove
in circle [2, 3]. Now we have a motion in circufaath. Let us as assume that the mobile robot mioveiscle always of
the same radius and it starts to move in the circle of the othedius only if the turn angle of the truck is chahge
Consequently, the curvilinear path of the mobilleatocan be approximated by the circular arcs ofkncadiusr.

Next the antenna rotation angleand the azimuth rate as the functions of circle radiusmotion speed and
the distance to the receiving antetnaill be estimated (Fig. 5.).

Receiving
antenna

Fig. 5. The circular motion of the mobile robot,evhthe circle is at the distancdrom the receiving antenna

The pointB of the circular path is on the line conjunctive ttentre of the circle and the receiving antenna
point A. The distance between poiftsandB is the equal oL. y is the turn angle of the vector conjunctive th&ation
centerC with the rotation center of the mobile robot ami@nTaking into account that the robot is at thm{pB at the
timet=0, the equation of turn angle can be written #eic:

y(rvt) =%. (4)

Then the distance between mobile robot and the receiving antennglsileto:
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H(r,v,t)=\/2r(r+L)(1— coy/(r vt))+L (5)

The turn angle of the mobile robot antenna is calculated fromtttengle ACD as follows:

~ crz—(r+L)2+(H (r,v,t))2
B(r.v,t) = arccos 2 (7 v 1) (6)

The equation of the azimuth rabeis quite cumbersome, but when ttre>r it can be written as follows:

d \
Lt,v)=—B(L,t,v)=—. (1)
ALt)=S AL )=
The equation (7) shows that the azimuth rate ofntb&ing mobile robot is the constant and dependis @m
the linear speed and the rotation radius when theL>>r. The graphs of the azimuth rate are shown in Figit&
azimuth rate is growing up when the circular radiesomes smaller. This is the main characteri$taosing the size,
mobility of the robot and the ability to keep thrartsmitting antenna pointed to the receiving ardefihe rotation

radius of the small robots is very small too, the speed is quit high. Unfortunately, such robattcansport the
antenna pointing system with the quick-acting of B80°/s rate.

O
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10 : v=1.0-m/s
J

v=2.0-m/s

Azmmuth rate of the antenna @ °/s

Rotation radiug of the mobile robot r, m

Fig. 6. The azimuth rate of the antenna, when thbile robot moves in circle

5. Conclusions

If the mobile robot moves directly at the distaiéel km from the receiving antenna, the quick-agtifi the
mobile robot pointing system can be 0.3°s onlyweteer, the speed of the robot must be very low &xersure good
connection between antennas.

The antenna azimuth rate of the mobile robot mowngircle depends on rotation radius and motioeesi
but not on the distance between robot and the wieceantenna. The quick-acting of the antenna rbastaken into
account in the algorithm of the speed control efribbot.

It is recommended to use two stages antenna pgistiatem, if the short circular arcs are dominatm¢he
path of the robot and the turn angles of the arsteare 1+3° only. The first stage can be relatigibyv-acting with the

electric motor, and the second stage must be qdtkg with the piezoelectric drives and with thenping of 1+3°
range.
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Abstract

The purpose of this study is to develop modelsifipsrt warehouse designers in choosing the masttdeiparameters
for automatic warehouse palletising systems. Laesdssfer time in automatic warehouse palletisingiesyy depends on
the loads input rate, system structure, controbritlyms, and parameters of the equipment. The desicautomatic

palletising system has to ensure system resouocks tised at the most optimum way and average loadsfer time

in system would not be greater than required. Thigearch proposes integration of simulation, vigatibn and

statistical analysis for warehouse palletizing eystinalysis and supporting design tasks. The stionlanodel of one

automatic load palletising system and using sinutamodel run results developed nonlinear regressiodels for

predicting the average loads transfer time in sysiéth different equipment parameters and loadsitimptes in this

paper are presented. The results show that propuseels could be very useful for designing automai@rehouse
palletizing system.

KEY WORDS: palletizing system, automatic warehouse, logissoaulation, regression analysis.

1. Introduction

The performance of automatic warehouse is highfiuémced by the equipment technical parameters and
control algorithms. The research and developmetagitics future factory is mainly concerned witbotics-logistics
and informatics-logistics. Robotics-logistics caunderstood as the field of activities where aypions of industrial
robot technologies are offered and demanded inrdalensure the optimization of internal materials [1]. The
intra-logistic robots are mainly used for palletgiand packing.

The purpose of this study is to develop modelsujgpsrt warehouse designers in choosing parameters f
automatic warehouse palletizing systems. At pregssrat warehouse systems are designed on the Hamsisights,
experience and sometimes on a detailed simulafibere is a need for design methodology requirisg etailed data
and shorter designing time [2, 3].

Analytical models for predicting loads transfer ¢irm automatic warehouse are applicable only inp&m
systems [4]. It is almost impossible to guarantes tomplicated systems will operate properly dnfydoing analytic
calculations. Complicated system models are deeelafsing approach based on integration of analytiedhods and
Monte Carlo simulation [5].

In practice simulation models allowing testing tegstem on different operating scenarios, technical
parameters, layouts etc. before it is actually gpdinild are created. Simulation technique enablieléatify and solve
the problems associated with automatic warehoulbetipang systems in designing, launching, and agieg phases of
the automatic warehouse [2, 8].

An increasing demand of simulation as a modelling analysis tool has resulted in a growing number o
simulation software products in the market. Mostlely used simulators are: ProModel, AutoMod, Wosecdn
HyperMesh, and ProcessModel [3, 6, 7]. They arg pewerful at simulation, but their experimentatiperformance
and statistical analysis facilities are poor. Eatihn of simulation software, described in [7],esthese features only
satisfactorily, 5-6 out of 10 shows that applicataf advanced statistical methods to simulationltess complicated.

Our experience has indicated that model visuabmapirovides a more comprehensive view of simulation
analysis. It can help to spot the problem areagrasid guide quicker to the problem solving. Olaim is that
visualization can be our common sense guide inréxgatation with a simulation model.

In this research we propose integration of simafativisualization and statistical analysis for viemese
palletizing system analysis. Therefore, the sinofasoftware Automod [9] is integrated with thetistical analysis
software SPSS [10].

2. Automatic Loads Palletizing System Description

The purpose of automatic warehouse palletizingesysis to pick a pallet in a certain order as quyicks
possible using warehouse equipment (conveyorsagest and robots) and its control algorithms. ®yistem functions
as a part of the warehouse and connects storageligpdich areas. Fig. 1 shows the investigatednzatio loads
palletizing system.
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Fig.1. Automatic loads palletizing system

Loads arrive to the palletizing system from theeothystem in the warehouse and are put to the iqpete
Qi before they get onto loads input conveyors. Lagolit on the conveyor, if the required loads irqutveyor queues
Q of size k(i =1, ..., 5) has enough remaining capacity, ol it stays in queue;Q The main conveyor claims and
merges loads in the right sequence and transpuans to de-trayer, where loads are removed fronstralgen loads are
pushed to palletizing robot conveyors and waithea ueue Q of size k; (i = 1, 2) until the palletizing robots pick
them. Robots take the loads from the conveyorspanndhem on a pallet. Every picked pallet has m$od he pallet
leaves the automatic palletizing system and trateetse other system in the warehouse after itclkeal.

The main conveyor is the bottle neck of the systbaetause it has to maintain arriving loads in tigétr
sequence. The palletizing robots receive a lisloatls, labelled,] I, ..., |, lh+1, ..., Which they have to pick for a
particular pallet before each pallet is being bdile list of load labels is generated so thatltlaels are put on the
pallet of size n in the most optimum way and abskirtg into account the specification (weight, disiens, content,
etc.) of each load. Since two robotsddd R work in parallel, the de-trayer splits the seq@eatloads with labelg)|
lo,..., s lher,--..into two sequences of loads with even and oddllabmbers ¢l 15, ..., bk and b, 14, ..., k) and sent
them respectively to robots, And R.

In this research, it is assumed that loads arrivénput conveyors from the other system in the Wwaunse
already sorted in increasing order according tar tlabel number (e.g., the load input conveyoy €@@n have the
sequence of loads with labelsd, s ,lm+7 » Ins12 bUt cannot have sequence of loads with labegls, lly+3, In+7 and
Im+12). The main conveyor prevents the robots from tuk-up and controls the difference between thel labmbers
of loads in even and odd subsequences. Then mdogidg on the main conveyor are controlled by tmetion

> Ak,

|n(k) = 0 ' If ‘k - I.aStk mod 2+1
1, otherwise

where k is the load label numbelast, is the last load with odd label number mergedtenrhain conveyorlast, is

the same with the even label numbAk - maximum allowed difference between label numlzér®ads in even and
odd subsequences.

In order to pick a pallet according to the spedifiest, robots have to receive loads in perfectusege
maintained on the man conveyor using the previoosintioned function. The following sequence congtoitegies,
such as: $- perfect sequencedk =1), S, - one insert is allowedAk =3), S, - two inserts are allowedMd =5) are
investigated in this research.

3. Simulation Model of Automatic Palletizing System

A simulation model allowing to estimate the averdggds transfer time in system with different egugmt
parameters, control algorithms and loads inpusrat@rder to design loads palletizing system edeel.

The simulation of the system has been undertakémg usutoMod simulation software. The AutoMod
software has been developed for over 20 yearsfagadlyi to model material handling systems. There o limitations
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on model size, complexity, or level of detail fggevational rules. The built models are highly aateirand use three
dimensional true to scale virtual reality graphics.
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Fig. 2. Model flow diagram
Fig.2. shows a flow diagram of the loads palletizgystem simulation model with the following paraens:

+ X —average input rate of loads (loads/h); intévafrtime between loads have a distributiem{N, u, E},

where N-normal, U-uniform, E-exponential;

« Y — average loads transfer time in the system Xstts is time interval from load entering queug ©
being put on the pallet;

* Qpn - input queue with infinity capacity, where thadbenters system;

* Q - queues of size;lbefore the main conveyor, where loads wait urgih claimed and merged by the
main conveyor, i=1,...,5;

* Vi —the main conveyor speed (loads/h);

* Qg - queues of sizegk before the palletizing robots, where load waitsilysicking by the palletizing
robots, i=1,2;

e Vg - picking speed of robots;Rnd R (loads/h);

N - pallet size (load).

It should be noted that only parameters, that l@as@gnificant influence to the average loads trangime in
the system, are considered in this research. loissible to define the conveyor acceleration, a@zagbn, the
kinematics’ movements of the palletizing robots, @t developed simulation model.

4. Regression Models for Predicting Average Loadsransfer Time

Results presented in this paper were generatecetfgrming simulation runs with robots’ speeg ¥ 720
(loads/h), conveyor speedc¥ 700 (loads/h), average loads input pate{200, 250 300..., 50¢ , sequencing control

strategies(s,, s, s,}» and interarrival time between loads had an expualedistribution. The SPSS [10] software

was used for analysis of simulation results anceligment of regression models.
In order to get the best fit regression model efdlierage load transfer time in the system (Y)regaiverage
loads input rate (X) various nonlinear regressiateats

Y = £(X, Ky X, By B B, ) ¥ €

were testedf(i is nonlinear transformation oK . We compared logarithmic and polynomial models n@hegression

function is a nonlinear function of the X but ietlnear function of the unknown parameters. Tha fiewas obtained
by using polynomial regression models

Y=B,+BX+L,X*+. . +B X" +¢
wherer is the highest power of X that included in regi@ss& is the regression error term. The polynomial regjoes

model is similar to the multiple regression modelbere powers of the same dependent variable Xegressors, that
are
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After defining new regressorg that are nonlinear transformations of the origkalregression function is
linear in unknown parameters

Y =Xp+e ,
which can be estimated by ordinary least squard¢bade
B=(X"%)"XTY .

Which degree polynomial should we use? The answkmbes between flexibility and statistical premisi
The increase of the degree r introduces more fiigyiinto the regression function, but increasingieans adding more
regressors, which can reduce the precision of #iénated coefficients. We used sequential hyposhéssting
procedure in order to determinate the degree optiynomial. This procedure sequentially testsvidlial hypothesis

Hy,:8=0 H,:8#0 it= 'éiA ~T(h-r-2) i=r,r=1..1.
SHEZ)

Using sequential testing procedure we determintitatithe coefficients oX" in polynomial regression model were
zero whem > 4. The best obtained model for predicting averagel lwmansfer time in system (YY) against average load
input rate (X) is

Y =B+ BX + B X7+ B X +e.
Hypothesis about normal distribution of error tekn : £ ~ N (O, Jj) were tested for all models.

Table 1

Regression models for predicting average loadsteaime in automatic warehouse palletizing system

Measures of fit Hypothesis testing results
S Regression equations 2 Hy:5 =0 )
i S H,:e~N(0
Radj Ha ﬁ| ;tO 0 ( Je)
S Y =21.3+ 0.398%~ 0.00IX* + 1.86 I00X* 925 | 2.68 ,ﬁifg p=0.051
R
S | Y=57.94+ 0.04X - 8.46 IOCX*+ 2.21 TO0X* 98.2 0.462 o p=0.567
B Bs
BB
S, Y =57.6+ 0.05% - 9.40100X*+ 2.46 160X 98.1 | 0.502 ﬁ‘j ﬂf p=0.818
21F3

Notes: *p<0.1 , ** p<0.05 , *** p<0.01 .

Table 1 gives the best fit of regression models dmedicting average loads transfer time in autocnatarehouse
palletizing system, when sequencing control stieegn{s,,s,s,}, robots speed /= 720 (loads/h) and conveyor
speed ¥ = 700 (loads/h). The results in Table 1 concludg talues of adjusted R-Squarﬁjgj) are greater than 92%

and models are good at predicting the average sadfiehe loads transfer time in automatic warehqueietizing
system; hypothesis testing indicates that regrassioefficients g4 are different from zero (p<0.1), regression

coefficients are statistical significant; regressierrors are normally distributed (p>0.5) and albdels satisfy
regression assumptions.
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X - Average input rate of loads

Fig. 3. represents some graphical analysis regtilys:3 a shows the values of average load tramisherin the
system and 95% confidence intervals of mean fdeifit load input rates and sequencing stratefigs3, b points the
average queue®; length +1 SE (standard error of meam)=1, ..., 5 for different load input rates and sedqieg
control strategys,. The average load transfer time in the systemaesifrom 82 to 71.9 sec. (12.3%), for sequence
control strategyS and average load input rate of 450 loads/h congptvestrategyS,. Similarly the average load

transfer time in the system reduces from 96.2 td 8&c. (21.9%), for sequence control strat&gyand average load

input rate of 500 loads/h compared to strat&gy

The results show that proposed models could beuusadls for designing automatic warehouse paliegjz
system.

5. Conclusions

It was developed the simulation model of automédads palletizing system with visualization allogito
testing the influence of different load input ratexjuipment parameters and control strategies en skstem
performance.

Simulation results were used to develop the noatinegression models for the predicting average loa
transfer time in the system. Various nonlinear esgion models were compared and it was determiniuztd a
polynomial regression model of degree 4 is the.bEse R-Square values vary from 0.92 to 0.98, nodaltisfy
regression assumptions and are good at predidian@ierage values of the loads transfer time ioraatic warehouse
palletizing system.

Analysis results showed that the average load feaBne in the system reduces significantly foqusence
control strategiesS , S, and average load input rates greater than 400/lnactsmpared to strate@; . The developed

regression models can be used in designing theratito palletizing systems in the warehouses.

The usage of proposed approach for warehouse ipaltptsystem analysis showed that the integratibn o
simulation, visualization and statistical methodgpiove the quality of exploratory data analysis dupporting the
creative tasks of the analyst.
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Abstract

This article deals with processes during the doliof vehicles as well as occupant’s dynamicsdi@she vehicle. The
research is being done on what the occupant mogé@ends on and what the power balance betweercthpant and
safety means is. The article offers a way of eualgainjuries, measuring occupant acceleration agldcity, taking

into account different distances inside the vehitlang the accident.

KEY WORDS: occupants, frontal crash, deceleration, spdeiC.

1. Introduction

More than a million casualties and seriously infyreeveral tens of thousands of victims - thisrisaanual
European Road Statistics. These figures are iddrdind can be adapted to the traffic situationithuania scratches.
Every year the country recorded about 6 thousaatffiat accidents, which have killed or injured p&agdn 2007, motor
vehicle killed 739 people. This is the highest riateecent years in Lithuania and one of the largeshe European
Union. Although traffic accidents in 2008 decreasighificantly (498 killed people), the problem r&ims no less
important [1].

As the main causes of deaths in traffic accidemesEuropean Commission, on the basis of detailedies,
identified the allowable speeding, driving whildrgpdrunk and non-safety belt. These reasons pdatiy relevant for
Lithuania.

Due to intensification of traffic, high-speed aumtime and non-use of safety measures, at the tirae@dent
severity of injuries acquired increasing the numbkdeaths on the ground. The analysis of injupdes 1000 people
showed that most suffer head injuries - 86.6%, f&@@.6% and chest - 60.4% (Fig. 1).

90.,6% 86,6% O Head
W Face
O Chest
22 6% 13,2% O stomach
y 0
60,4% B Skeleton

Fig. 1. Injuries in the accidents distributions

The easiest way of human movement in a car accidantinvestigate the aid of computer programsthia
case, the imposition of the initial parameters: ¢he make, model, year, speed before the colligloe human weight,
height, position, we can obtain various interestiegults: the movement trajectory after a collisideformation rates,
development, acceleration, etc. However, computegnams are expensive and complex for simple ubeisause this
purpose of the study - an analysis of human movéngjectory by using mathematical calculations andlysis aid.

2. Human Motion during the Frontal Crash

Analysing any car collision in time interval it gossible to differentiate two phases since the rbegg of
collision till its complete stop.

The first collision phase is when cars crash irstcheother or into immovable object and get deformed

A car crashes with a certain acceleration. It dyadecreases and its direction changes. Meanwhilaam
body by inertia moves in the moving direction o ttar. During the collision a man is affected bg tmpact power,
which is directly proportionate to crash accelematiThe crash impact is transferred through bongesiystems: safety
belt, air bag, seat, etc. So while calculating ithportant to evaluate their indirect action cltegstics. They appear
because of ineffective safety belt deformationdeguate tension, sometimes because of clotheseWkihg air bag
ineffective deformation occurs because of the distebetween air bag and a person [2].
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The second colliding phase is when cars or a cdraanobstacle start pushing each other and sep@raiar
gets deformed till a certain limit and under thé@uence of elasticity and centrifugal force boundesk from the
object. At this moment air bag becomes flat and teglsion decreases. The passenger’s acceleratextidn coincide
with car acceleration, i.e. operator strikes agaims seatback.

If the collision force is eccentric, i. e. appeagalar acceleration and tangential force, thenalebichange
their moving direction or spin. As the contact iremely brief it is considered that the positioardly changes,
consequently general direction of deformations asl@ coincides with adequate relative speed doecdr slightly
deviate. If the direction of deforming forces iggpisely determined it is possible to set the doligattack) angle. This
fact is of high importance in technical expertise.

At the collision moment kinetic energy is absort®dthe car contacted part. In case the collisionesy
strong, part of energy is transmitted to interibhe larger deformation area cause’s the smallebagiitity to get
injuries.

3. Deceleration, Speed, Times andIC Dependence of Cars Salons Parameters

On purpose to find out, more about occupant’s dysamand its affecting forces, simplified model of
occupant mass centres.

While analysing occupant motion in a car duringahesh we accept the facts that:

1. Car acceleration deceleration does not deperatoumpant acceleration deceleration

a car >> a occupant

2. Car deformation does not depend on occupansafedy systems.

Let us analyse an uncomplicated frontal collisidrew car interior stays non-deformed and decreagoéral
occupant energy is invariable measure and equ&isiétic energy existing at the beginning of cadlis

While applying mathematical motion model it has dree clear that after calculating occupant traveahd
necessary body travel srea, the following versemespossible:

S > 5¢q— passenger suffers, safety increases, if s degsga

S < 5¢q— passenger does not suffer, safety increase;

S= Se¢q— Passenger does not suffer.

Such simplifications allow us to analytically ansdy characteristics of car deformations and the sowe
possible occupant’s head, thorax and pelvis acatider deceleration during collisions. The essencaralyses is
setting constants of the smallest possible occigpaamtceleration deceleration using total occuparitevard
displacement [3, 4]:

S = Spteriortotal T SFz(tmo,ax,ebound) - Sthorax(tstan) ) (1)

where:

Steriortotal_ obstacle, distance in a car from thorax (body)l uhe closest obstacle, where occupant can be
displaced.;

Seelinoranetound — distance, that the car covers, until the caltisnoment when thorax hits an obstacle;

Sorarisar) _ distance that thorax (body) covers at the initiament of collision.

In Calculations used this formula:
Time, required to reach the final point and kinetieergy disappearance is equal:

25 0.5
tend = tstart +( = j (2)
aCOI’]St
where:
ban =4 =0 time when the accident begins;
t, =t

end

2 - time when the accident ends;

sreq - distance, required for the body not to lperéd during the accident. It is calculated aftes following
formula:

1 1
S'eq =§Vt=5 at2 (3)

Calculations are done under the asumption thattdfampact is ideal, occupant body is one-piece and
accidents moves rectillineally. It is also assurtied occupant acceleration is invariabdecdonst). Motion acceleration
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can be expressed by rat# = a/ g, where g = 9.8 mfsa — acceleration, which is freely chosen on thesasstudies
[3]. Occupant’s velocity during his impact is calted by formulav = at, .
Head injury coefficient can be calculated usingrfala [5]:

) 1 , 25 i
HIC—[tz_tujlatdt] (t-t) (5)

where:

t; andt, - any time moments during impact between the eranientioned tstart and end tend times;
a- acceleration in time interva] —t,.

The parameters of this research:

» It is assumed that the driver is 186 cm tall andk88of weight, and do not use any of the car safsfstems.
Assumed, that at the moment of impact, the headrealch the car's cabin components of no less 238t of its
total area.

» Studied completely frontal collision when duringa accident the interior of a car is not defornraed does not
affect the dynamics of human movements (in somes;dhis type of collision can be equated to sudaking).

» Selected for the analysis of 2 different classesané: compact class of 1991 “Mazda 323" and mimév€lass of
1999 “Opel Zafira A”.

According to the given procedure we will countratasured cams, m/s; t,, s;v, m/s andHIC, when distance

s between driver and steering wheel is minimal, immacand maximal. Calculation in a few cases is gias

a; = 1Qg, 20g, 30y, 40g, 50g, 60g.

Received results are included into Table 1 and Fig 7.

According to the schedule, we can see that therltheespeed, the lower the head injury coefficidi€. It is
also the shorter time the accident takes place.anadower, the speed and the HIC is less.

Study showed that all the characteristics of a Emnahr are lower. However, when the speed exc2éds/s,
and the distance ise, the head injury coefficient exceeds a critietBC threshold in both cars, and such injury is
considered to be very dangerous or even fatal.

Table 1
The results of calculations
Opel zafira A (1999) Mazda 323 (1991)
s,m am/s | t,ms|v,m/s| HIC | s;m|am/&|t,ms|v,m/s| HIC
98 90 9 29 98 78 8 25
196 64 13 114 196 55 11 99
Shin 0.4 294 52 15 257| 0.31 294 45 13 228
490 40 20 714 490 35 17 618
588 37 22 | 102§ 588 32 19 890
98 103 10 33 98 90 9 29
196 73 14 131 196 64 13 114
Sever | 0.54| 294 60 18 294| 0.41 294 52 15 25[7
490 46 23 818 490 40 20 714
588 42 25 | 1174 588 37 22 | 1024
98 115 11 38 98 101 10 37
196 81 16 149 196 71 14 128
Smax | 0.67| 294 66 20 332| 0.5 294 58 17 28[7
490 51 25 918 490 45 22 798
588 47 28 | 132¢ 588 41 24 | 1150
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4. Conclusions

1. Making further analyses when passenger suffersgatslinjured, velocity and acceleration dependgbilh time
has been surveyed, taking into account differesitadice to the obstacle in the car. It has beethagthe larger
Sobstacleth€ higher velocity the body reaches.

2. The study found that the smaller car cabin dimarsiare smaller, and the characteristics are atgtfisiantly
lower.

3. Inthe case of cars in the “Opel Zafira A” and “Maz323" showed that the death zone, whereHii2> 1000, is
reached when the speed is 22 m/s, and the duratafrthe accident of “Opel Zafira A" aims to 115 nanid the
“Mazda 323" — 101 ms.
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Abstract

In this paper the solution of energy saving probismproposed. To achieve useful utilisation of regrative energy and
reduce the overall energy consumption, the brakingrgy should be temporarily saved in an energsagésystem
ESS, based on supercapcitor, until another poweswoaer is connected to the overhead line. Sucbrage system is
able to cope with the common task of peak poweugton and overhead voltage stabilization. ESSddcbe installed
stationary at substations, weak spots of networkneboard vehicle.

The purpose of this paper is to develop model fandport control system is to coordinate energysaoption of
multiple various participants of traffic. The trgust system is a cooperative system, where behawioone participant
depends on other. Therefore, the negotiation psobesveen vehicles is necessary. Each vehiclelbasanic device
which controls his own object sending data to thetl| centre, which is responsible for optimizatend coordination
of negotiation process.

Controller for speed prediction of electric trangps based on nonlinear autoregressive neuralor&twith exogenous
inputs. Inputs of controller are current tram speadistance from the beginning of the route, typeett speed change
point, light upon arrival to the traffic light ohé way, time interval between current time anddive time. Training
set for the controller is received from the simiglatmodel of T3A tram, moving on the part of rogtentaining two
passenger stops and traffic light. Neural netwsrirained and results of its workability are pragshsUsage of neural
network gives possibility to predict actions of ghrticipants of electric transport flow and allasing ESS more
efficiently.

KEY WORDS: energy saving, light rail electric transport, nelireetwork controller

1. Introduction

The most efficient and low emission kind of pubtliansport is a rail transport. Tram based light trainsit
(LRT) has been chosen by a lot of city municipatitas the main urban passenger transportatioricsolut

The renewed tramcars acquired regenerative bratapgbility, thus providing up to 40% reduction et

energy consumption. However, the regenerative bgaknergy cannot be completely used in typicaltexjstraction
drive systems because none of the LRT substat®rexjiipped with a reversible rectifier. The reatrgy saving
strongly depends on other trams connected to time s@ction of overhead line. If a number of tramesa@nnected to
the DC overhead line, a portion of the regenerabiraking energy could be transferred to other trarhen they are
operated in the traction mode, but in the case wdeyeral trams are simultaneously braking, thisgneannot be
utilised and is wasted in a brake rheostat. Itfteroimpossible for the tramcars to instantly cansuregenerative
energy at low traffic density in the off-peak hoarsd on easily loaded lines, since in the overtseguplying zone of a
single traction substation at one tram’s brakingeottrams not often can simultaneously utilise ¢émergy in the
traction mode [1] or even are not located in thisrbead line section.
To achieve useful utilisation of regenerative eyeagd reduce the overall energy consumption, tlakibg energy
should be temporarily saved in an ESS until anoplmever consumer is connected to the overhead $neh a storage
system is able to cope with the common task of peater reduction and overhead voltage stabilizati&®Ss could be
installed stationary at substations, weak spotsetfiork or on-board vehicle.

As distinguished from the heavy rail transport witledictable acceleration and deceleration areaslynoear
stations, curves, hills, semaphores, switches, thie.city traffic with its low speeds, frequentalerations and sudden
brakings is characterised by starting and brakioges distributed along the LRT network. The endrggsfer from a
tramcar to another vehicle or substation at a digtdfrom several hundred metres up to few kilonsetseassociated
with considerable energy losses, which decreaspdier saving up to 10% [2]. Therefore, the mofaive way of
utilising the regenerative energy without trandéesses is installation of on-board ESSs.

Modern LRT vehicles have good dynamical properied increased average speed, which impose thestighe
current constraints on the overhead line and leddrge line voltage drops in the traction mode [3je starting power
peaks present a problem of availability of enouglvgr at a feeding network, otherwise the mentionglthge drops
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occur that significantly impair a tram’s dynamiafoemance. The overhead line resistance increagestigtance from
a substation. If ESS is installed in substatiocaitnot eliminate undervoltage away from this sulmsia At the same
time, an on-board ESS makes possible direct uitisaof stored energy at the place of consumptwmich improves
the dynamic behaviour of a vehicle having the saceeleration in a weaker network or a higher acagten in well-
fed overhead lines. Such an on-board ESS allowseasing the number of trams without resort to bogdnew
expensive substations, which is important in treesavhen traffic should periodically be intensiffeda limited time.

One of the most promising energy storage devices sipercapacitor battery chosen for a tram ESS. In

comparison with chemical accumulator batteries sotdting flywheels, the supercapacitors have betterge and
discharge dynamic power characteristics despitesthaller total energy capacity. The advantage pestapacitor is
also independence of its parameters from the enwiemt temperature.

Therefore, most attention has been paid to stomueh as possible regenerative energy, applyirginagle as
possible technical solutions, which would allow taast rise in the cost of traction equipment withdecreasing the
tramcar operation safety. Such storage is achiaset a single-stage pulse converter without inestiste DC
conversions [4]. Owing to the lack of a speed seasd difficult access to the traction and bralgignal outputs of a
large fleet of existing renovated T3A trams, thatool system of ESS has been developed independém tram
controller. As distinguished from an ESS with aexpsensor [1], which should be recommended fordreaw
vehicles, the proposed solution with an independentrol system of the ESS could easily be appletthe existing
tram without reengineering its traction circuit aswhtrol system’s hardware and software.

The straightforward ESS charging with a constantesu has compatibility problems with the line pasgers
[5]. The charging of a supercapacitor with consaower requires that the ESS control system berjparated into the
vehicle traction drive with its modification [6].HE proposed charging algorithm with constant fittepacitor voltage
provides the automatic whole braking energy sawitgout significant modification of the existingatn power circuit.

The lack of running-braking mode and speed signairtue of the autonomous ESS conception com@gat
the switch design, because information about i trive mode should be extracted from the avalaidasurements
of currents and voltages. This problem is solvélyieelatively simple integrating the ESS contrateyn in LRT traffic
control intelligent neural network control systemhich calculates the optimal vehicle moving mods.the neural
network controller calculates traction and brakingde parameters for multiple vehicles, the enemgpsumption and
regeneration power could be predicted, thus allgwgireparing the ESS for more energy storing ané peargy
shaving. The intelligent LRT control system couldmndischarge the supercapacitor before multigle toraking and
prevent ESS deep discharge before simultaneouso$taw trams. By setting the ESS operation maddependence
from whole tram line vehicle traffic conditions bwytboard intelligent control system, the paragtiergy distribution
between a number of ESS are eliminated. The ersgoging in other tram supercapacitor and peak gnehgving is
fully controlled and accepted only if single trar8 & capacity limits are reached.

2. Power Circuit of Energy Storage System and T3A fBmcar Traction Drive

While connecting a supercapacitor energy storageesy (ESS) to the existing T3A tramcar power sch#éme
is necessary to take into account that it shoubdipe:
* two-way voltage boost/buck energy interchangevben the T3A power circuit and the supercapacitor,
« smoothed charge/discharge current of the supaciiap,
« smoothed and radio-frequency filtered line cutren
« controllable initial charge of the supercapagitor
» protection of the supercapacitor against oveenis caused by overhead short circuits.

1 L tram T3A D1 D3 ESS L
f
Z“ b iy .
] VT1 VT3 —@
| | | traction Vi D2 v
Rer converter|  +®— VTjK} _CC
1Cx J VTer | Cs %VT" |G C
1 T
’@7 [ tram control unit | F ESS controller |
| Vemax | Vemn | Charge-discharge

'T\ mode switch

| neural network controller |

Fig. 1. A simplified circuit diagram of ESS and @tsnnection to the T3A tramcar power circuit
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A simple solution for the ESS power stage can bieiexed by connecting it to the tram filter capaci{d] at
supercapacitor’s voltage always being lower that ti the filter capacito¥c; [7, 8]. A simplified circuit diagram [9]
of the energy storage system and its connectitinetd 3A tramcar power circuit is shown in Fig. 1.

The ESS under consideration consists of superdapaciand bidirectional DC/DC power converter. The
IGBT VT1 with diodeD2 makes a voltage buck converter in the supercapacitharging mode, wheredsT2 and
diodeD1 at the IGBTVT3switched on — a voltage boost converter in the sagpacitor’s discharging mode. ThE'3
is needed for protection of the supercapacitoh#dases when short circuit or undervoltage ocenrthe overhead
line or in the tram traction converter. To prevenercurrents and uncontrolled discharge of supewitgr, VT3 is
switched off when the ESS input voltage is lowerthhat of supercapacitor [10].

The ESS is connected to the tram’s filter capactar5100 pF, which is therefore used also as a ledsinent
for the buck/boost converter of ESS. Capactgronly compensates inductances of the connectinipsa@nd must be
placed as close as possible to YAEL VT2 VT3 andC; its capacitance is considerably lower than tHa€o Such a
connection allows exploitation of tram’s radio-feexpcy filterL,;, C; and input choke; for smoothing the pulsed
currents flowing from the ESS to the overhead line.

The ESS has been developed as an entirely autorsodexice having no links to the tram control umitvo
current and two voltage sensors are used for tig &itrol purposes. Three of them are placed in$ideESS, and
only the input current sensor of a tram shouldristailed in its power circuit.

The main task of the ESS controller is to stol®le tramcar braking energy not allowing its diasipn in a
braking rheostat. To store the energy, a capaunitst be discharged to voltalyeni, at the beginning of braking. As
the braking energy depends on the tramcar speedgyrttesses of charging and discharging the supecitar may be
controlled in compliance with the tramcar’s reatsg.

The following two voltages and two currents are swead for the ESS control purposes: filter capacito
voltageV;, supercapacitor voltagé., supercapacitor currehd, and tram input filter current;.

The charge-discharge mode switch is a very impogart of the controller for stable operation ofEB®S. The
lack of running-braking mode signal in virtue ofetlautonomous ESS conception complicates the svdigsign,
because information about the tram drive mode shbel extracted from the available measurementsigécts and
voltages [9]. The choice of a proper charge-disghawitch solution is determined by the following:

» simultaneous setting of both the modes is not pesitvlie,

» the circuitly, C;, L andC (Fig. 1) has a low damping factor, so fast switghfrom one mode to the other can
cause rising oscillations in it,

* a neutral position — no mode is set — is permissidhd is a good choice for achieving stable oeraif the
system,

» the tram drive mode cannot be determined by cuirerso filter voltagev; should be used for this purpose.

The charge mode is allowed wh¥pg;>700 V, and the discharge mode is set when theagelfalls down to
600V.

The commonly used minimum supercapacitor voltagé-is=0.5Vcmax (S€€, €. g. [1]) and is recommended by
manufacturers of supercapacitors. In this case @5#s energy capacity is utilised at the poweraalfity Veminl cres
varying from 0.5, t0 Pax HOowever, as is discussed in [4], the braking powemaximal at the beginning of tram
braking when the ESS has its minimum power capggbillherefore a narrower voltage range was chosen -
Vemine0.6 Vemax, Which gives 55% utilisation of the supercapacénergy capacity at power capability 0PG4, at the
beginning of tram braking. However narrower ESSag¢ range restricts the peak power shaving.

The charge mode is disabled when the supercapadiliage reache¥cnqx and is resumed when it falls down
to V'cmax (S€€ Fig. 2). The discharge is disabled whenwbitage falls down td/cnmin, and is permitted again when it
rises up toV'cmin As theVemaxand V'emax could not be raised by supercapacitor construdtioitations, theVep,i, and
V’'cmin could be varied for improving ESS performance. Towan number in indexes (Fig. 1) shows the nunaber
LRT car in two vehicle traffic control example.

0
charge |
allowed ==

0 o

discharge
allowed |—
0 o

Fig. 2. Signal diagrams of supercapacitor voltagétér
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3. Structure of Public Electric Transport Control System

The purpose of transport control system is to dimaite actions of multiple various participantgrafffic. The
transport system is a cooperative system, wheravielr of one participant depends on other. Thatwlg the
negotiation process between vehicles is neces&agh vehicle has electronic device which contradsdwn object
sending data to the superagent, which is resp@nfibloptimization and coordination of negotiatjgnmocess.

It follows that coordination centre is needed dotcol public electric transport and predict itsvament.

Therefore, the following objects can be definedifitelligent public electric transport control ss.

- TR - electric vehicles:
o Dy — electric drives of electric vehicles;

M, — sensors of electric vehicles;

Ry — transmitters of electric vehicles;

Ay — power converter;

ESS: - energy storage system;

N — navigational device that controls position @& tkehicle on the route
o V. —own electronic control devices of electric véduc

— CC - centre of intelligent control of electric teport:
o0 V.- electronic control devices of control centre;
o Db, — data base of intelligent agent of control centre
o Pg.— software with artificial intelligence procedurfes intelligent agent of control centre;
0 R — transmitters of control centre;
- L —traffic lights, as electric transport flow cooitdevices:

0 E_ — electrical part of traffic lights;
o0 V_ —electronic control devices of traffic light;
0 A, — actuators for control signal transfer to elecpart of traffic lights;
0 M, - sensors of traffic lights;
0 R, —transmitters of traffic lights;

Interaction between abovementioned objects is shinvig. 3.

O O O0OO0Oo

TR No L A sz CCl
h 1 1 1 g ! :
| L/vRtr< : :>Rs<—>:vs< o
: Vi < M i i 1 '___________%: !
| ESS—>» Ay ———» Dy i i i
: RL 1
i AL «—V, i
Environment ! l T i Environment

Fig. 3. Public electric transport control system

In addition to other electronic devices, navigatibdevice is proposed to be installed on eachipabéctric
vehicle. The purpose of this device is to get gaphical coordinates of transport unit, as wellaih de used as speed
meter. It may be based on satellite systems, lIRSGSALILEO, GLONASS etc., as well as GSM, GSM-Rotner
wireless navigation technologies. For city transjitds useful to use combined devices, becausagstr signal from the
satellite may be corrupted or interrupted by higiildings, narrow streets or tunnels. In this cadditéonal antennas,
located on the open-sky positions, like rooftogmudd be used to transfer signal from the satetiteublic transport
vehicle.
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4. Mathematical Model for Public Electric Transport Control System

Mathematical model for control centre softwarepablic transport network should represent all otgend
elements presented in real system, including atistigiects such routes, schedules etc.
PTN = {GN, DC } — public electric transport netvkpmwhere
— GN — geographical transport network;
— DC - contact network of public electric transport;

Geographical network is a set GN ={&,, G}, where
- G; —roads and streets;
- G, — crossroads;
- Gz — passengers stops.
For eachy /7GNgeographical coordinates of beginning and end aocsvk:
- x9%,y% - coordinates of the beginning;
- x%, ¥% — coordinates of the end.

Contact network may be described as a set of thi2€ = { SC, ST }, where
— SC - sections in which contact network is divided;
— ST — substations for power supply.

For eachs /7SCgeographical coordinates of beginning and end aosvk too:
- x%,¥%— coordinates of the beginning;
- X%, ¥ — coordinates of the end.

Each public electric transport utit/7 TR has following parameters:
My = {m", m", ..., n"} - route, wherem /7GN;
Sy = {d";, d', ..., d"} — schedule as a set of directive times for eam$spnger stop from the route
[ Gg;
For each section /7 SCof contact network the appropriate elemgnt/ GN from geographical network may
be found:
- SC- GN,
therefore, the electrical route for each publectic transport unitr //TRcan be found:
- Mey = {me";, mé’,, ..., mé}, whereme [7SC

These data are saved in data base of controlecantt are constant.

Each vehicldgr /TR has following parameters:
-V, O 0O- current speed, received by navigation device;
- XYy O O — geographical coordinates received by navigadewice.
- d, O O- current directive time for next passenger stop;
- |y OGN - location in geographical network;
- ley O SC — appropriate section in electrical network;

Each traffic lightl /7G, has following parameters:
x¢,yu O O — geographical coordinates of location;
— |y 0 G, — location in geographic network;
- W, O{0, 1} —current light on the traffic light (0 — red, 1 -egn};
- Dy O{d", d";} — duration of red light and green light.

Taking in account received data, prediction systécontrol centre calculates following values:
- TR ={trq, ..., th} — public transport vehicles located in sectsoff SCof contact network, that gives
possibility to exchange by electrical energy;
= |y = fXer Yo X0 Yoo M} [J — distance between current positiontof/7 TR, and next possible
crossroad or passenger stop;
- t,=f(v, I} — time moment when acceleration or braking will ogcur
- vt =f(W, D} - target speed to reach after acceleration or braking
- w = f(v, v, t} - durationof acceleration or braking;
Ay = f(v, w, Ww}- energy should be consumed during acceleratiogemerated during the braking.
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5. Mathematical Model of Prediction Neural NetworkController

Neural network mathematical model is based onarestructure. Each neuron has input data set, wéagh
each input data, activation or transfer functiod antput. Neural network consists of several layBech layer may
have definite or indefinite number of neurons. Neéumetworks give possibility to analyse an objectrput parameter
set and to detect predefined class of the objedheroutput. That means, neural network shouldrdiedd to detect
classes and classes are predefined.

General mathematical model of neural network i®¥ang:

— Input data set for neural netwotk:= {X1, %o, ..., %}

— Set of neural network hidden layets= {l, I, ..., k}

- Set of neurons for each j-th hidden layRt:= {p1, p», ..., R}

— Set of neural network outputS: = {c, C,, ..., G

- Set of time delay for j-th layer inpUEDL’ = {tdI, tdl,, ..., td},}

- Weights for each input of i-th neuron of j-th Iaywij = {Wig, W, ..., Wh}
Bias for each i-th neuron of j-th laydsy?
- Input summation function for each i-th neuron df jayer:s' = ¥ (W*X) +b;’
- Transfer function for all neurons of j-th layét!(s’)

w! W2

bl
\ bZS
X—yTDLX7'Sl__>F1_—>SZ—>F2_>C
— TDL,

Fig. 4. Nonlinear autoregressive neural networkcitire

For prediction controller nonlinear autoregressieairal network (Fig. 4.) with exogenous inputprieposed.
It's main advantage is regressive input from thouwith time delay that give possibility to usdadr prediction.

6. Algorithms for Public Electric Transport Control System

Algorithm of control of ESS by neural network idléwing. Let us assume that there is 1 tram wittfSEBut
all other participants are equipped by devicestalsequests for

Algorithm for discharge of supercapacitor for multiple vehicles

Step 1. Getting request for use of amoufpt &f energy for £, seconds
Step 2. Predicts next speed changes v=tfjtusing prediction neural network in time intereéinext § > t. seconds
Step 3. Validate changes of speed:
If dv/dt < O then Step 4.
If dv/dt >0 then refuse request.
Step 4. Calculate status of supercapacitor volédige discharge V= f(Areq teg
Step 5. Validate ESS
If V. > 320 and ¥ < 430 then accept to use energy;
If V. < 320 then accept to use energy untibv320

Algorithm for charge of supercapacitor for multiple vehicles

Step 1. Getting request for give amouni,Af energy for t, seconds
Step 2. Predicts next speed changes v=tfjtusing prediction neural network in time intereéinext § > t. seconds
Step 3. Calculate status of supercapacitor volédige charge V= f(Acq ted
Step 4. Validate ESS
If V. > 320 and ¥ < 430 then accept to take all energy
If V. > 430 then accept to take energy unti®v430.



124

7. Computer Experiment of Neural Network Training for Speed Prediction

Computer experiment of speed prediction of electransport is based on nonlinear autoregressiveahe
network with exogenous inputs.
Inputs of controller are proposed as following:
X={v,s,p, |, d},
where
- v0O0O -real - current speed
- sO0O - real - distance from the beginning of the raute® coordinate)
- pO[0 1] — binary - type of next speed change pdint ctop, 0 — crossroad)
— 1 0[0 1] - binary - light of traffic light on the wa@ — red, 1 — green)
- d0O0O - real - time interval between current time anekclive time

Training set for the controller is received frone ttnodel of T3A tram (Fig. 5), moving on the partrotite
containing 2 passenger stops and 1 traffic light.
The model is run for 3 times with different statégraffic lights and schedules. Results of modejlare saved
to database and the following data set of 475 ehtsrie received as it is shown on Table 1.
Table 1
Example of training data
v | s [ pl 1] d

21.5108 291.78§ D D 14
21.1317 297.692 D D 14

[N

20.5233 306.95§ 1 D 145
20.1444 312.6 ] ( 144
23.3609 318.45§ 1 D 143
27.8059 325.571 1 D 142

Nonlinear autoregressive neural network with exegesrinputs network is created with following paraens:
- 2layers
— 10 neurons with F1 = tansig(u);
— 1 neuron with F2 = tansig(u);
Created network is trained using Levenberg-Mardualgorithm. The results of training are shownFog. 6
and Fig. 7.

Net power (ea): 0.837 | kWh Timer : 1 o | Switeh to Normal mode |
Vagon power (ev): 0.702 | kWh Restart

Recuperaon power (orek: [

Cost: (0.054|EUR  SendtoDB |

Moment speed:
Average speed: 11.7| kmh
Di 282\ m

Next checkpoi
| Turnte Akmens tilis |

Brake point: m
Schedule oK

Stop Dirscive Arrive Leave

term
i

t Negotiation result

TL_Crossroad:
Wil be red!

STOP Grecinieky iela
STOP Walguma iela || 230

v (fr'), Ik (red)

‘ Rolling: 25 novembra krastmala

Fig. 5. Model of tram T3A route for training datallection
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Progress
Epach: o | 59 iterations | 1000
Tirne: | 0:00: 24 |
Performance: 415 | 4.07 | | .00
Gradisnt: 1.00 | 0.236 | 1.00e-10
Mu: 0.00100 | 10.0 | 1.008+10
Yalidation Checks: o | f | &
Fig. 6. Neural network training results
Best Yalidation Performance is 6.7127 at epoch 83
100 F ' . . . —
Train ]
walidation ]
Test 1
10
]
E
i
&
=i}
0
10+ | | ] | 1 .
0 10 20 a0 40 50
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Fig. 7. Neural network training performance graph
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Fig. 8. Neural network training performance graph

After training test data have been generated fiteemodel, and neural network has been simulatguatedict
speed changes with new data. The result of prediés shown on Fig. 8. Speed is presented as @ lsodi, but speed
prediction as a result of neural network controdedotted line.
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8. Conclusion

1. The independent operation of the control systensS# and tram traction converters makes howeveopkeation
algorithms of ESS control system complicated, whigdiuces its stability margin.

2. For better performance of tram driving modes ardllaton dampening it is advisable to fit the E&®trol system
with a speed measuring system. SynchronisatioheEiSS and traction converters is recommendedrésrdbnew
tramcars with upgraded ESSs. In this case a traamgrol system and ESS controller should be linked.

3. The integration of the ESS and tram controllers itlte automatic traffic control and signalisatigystem would
make possible to gather and forecast informationthen braking energy amount and even manage thenabti
multiple tram ESS operation.

4. Usage of neural network gives possibility to prédictions of all participants of electric transpitotv and allow to
use ESS more efficiently.
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Abstract

This paper describes mathematical formulation gmglieation of artificial immune system for scheahgi tasks for
public electric transport. Artificial immune systeis inspired by human immune system to simulatecgss of

interaction between antigens and antibodies. Thle ¢& scheduling in transport system is represeatd one of the
most well-known flow shop problem. Artificial immansystem as a genetic based method is used to swthetask.
Mathematical model and algorithm is proposed tat@ptimal schedule for public electric transgortminimization

of electric energy consumption and time. Numereemple shows several steps of algorithm for aifiimmune

system for scheduling task solution.

1. Introduction

Nowadays in metropolis number of vehicles is insieg day by day. It is a reason for a lot of protdefor
public transport, causing traffic jams, schedulelation, etc. Unexpected standing on crossroadsdson for often
braking with following accelerations myriad timeBhis is cause for electric power overconsumptiond @uoblic
transport delay. To provide quick, cheap and cotafile passengers delivery with public electric $gort in
metropolis there was and will be topical problemm tBe one hand, amount of vehicles on the streedsetectricity
expenses are going up day by day, traffic jams tmectsom bad to worse, public transport stays iffirgams longer
time and use electricity increasingly, but on tlkeo hand citizens require public transport as &gt as cheap as
possible. Optimal traffic organization, traffic titg working coordination with transport moving de troutes according
optimal schedule will help to solve this actuallgemm for any big city worldwide.

This paper describes the new application of aidfitmmune algorithm, to create coordinated traffghts
working schedule for optimal electric transportwil@n routes. In terms of artificial immune systemwsylti-criteria
target function is defined as antigen. Scheduleighwvhare solutions of the problem are defined astaof antibodies.
Each antibody represents a sequence of processmrtorm all operations of each vehicle on publansport route.
Randomly generated schedule is evaluated accondirggt affinity function. As genetic based methoddjficial
immune systems create new population of antibod#sg specific procedures as diversification, clgaliferation
and hypermutation, which imitate features of biddajimmune system. Processing continues untiltsmius found or
predefined stopping criteria is achieved.

2. Problem Formulation

To organize optimal red green lighting schedulemssroads is very important for standby time desirgy in
public transport. Currently traffic lights in theédd city are working basically separate from eattten They have not
shared control system and have not coordinatednexeh lighting time along public transport routes.

In this paper is proposed to use immune algorithoh scheduling theory to create optimal schedulerédfic
lights working time on crossroads as solution dffic jams eliminating in the city. If traffic ligh will work
coordinated according optimal schedule, this calddrease electric transport standby time, elimiodten breaking
and acceleration, finally save electricity.

Traffic lights electrical process and electric spart mechanic and electric process modeling aseriteng
below. Traffic lights electrical process control debd consist of logical control scheme, switchesnsmitter and lamps
scheme as shown in Fig. 2. Artificial immune sysismroposed for traffic light control device totwpize traffic flow
on the set of crossroads.

Traffic lights electrical process and electric spart mechanic and electric process modeling aseriéng
below. Traffic lights electrical process control deb consist of logical control scheme, switchesnsmitter and lamps
scheme as shown in Fig. 2. Artificial immune sysismroposed for traffic light control device totwpize traffic flow
on the set of crossroads.

Electric transport control model consists of vedicbntrol scheme, model of ANN and DC drive model a
shown in Fig. 3. Electric transport units send algabout current location, schedule etc. to conteitre. Artificial
immune system of the control centre creates optimadfic lights working schedule and through trafitsen sends
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signal to traffic lights and in same time relevaribrmation to vehicle’s controller which accelexair brake DC drive
according received signal.

‘ Light1 | ‘ Lighe 2 ‘ | Light.., ‘ ‘ Light n |

(! engine
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Fig. 1. Structure of intelligent control systemedéctric transport and traffic light
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3. Mathematical Model for Artificial Immune System of Traffic Control
A. Nomenclature

Following definitions are proposed for mathematiwaldel of artificial immune system:
- Processors P ={p,..., p,} - crossroads and streets;

- Jobs -TR={TR..., TR} - vehicles;

- Set of sequencesS={ R,..., B} routes, where
for each routeRU S, R={q,..., q } , where
0 kg <n - Number of operations for route r;
0 o UOP - Processor to perform operation i;
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- Set of prior operations of each rout®R={0, q, 9,..., Q ;}, PR~ R

- Each vehiclet OTR has a routeR' assigned to it, wher® O S ;
— Duration for each operatioaU R for each vehicle TR D' ={d,,...,d, }, D' - R, d0 D, d0O0O;

- Antibody - AB={g,..., g} -the schedule for all vehicles, where

- g=|R® |+ |R™® |+.+ |R™ -size of antibody is a number of operations inheauite of each vehicle;

- g =0,0R, g=qU0 R, K j= a < - sequence of operations, which can not be disgetifor each route
R' O S of vehiclet OTR

- Each geneg 0 ABis represented as a following tuplg=<tr, p, p',d>, where

o tr -vehicle, which performs operation of geme
0 p - crossroad or street on which vehitleperforms operation of gemg

0 p' - prior crossroad or street, where vehiclaas performed its previous operation;
o0 d - duration of operation of gene g, which perfonekicletr on processop.
- Each antibodyAB={ g, ..., g} is represented as a following lists combined wigments of genes tuples:
o JL={tr,...,tr} -job list, which consists of vehicles operatidreach gene in antibody;
0 ML={p,..., p,} - machine list, which consists of crossroad orettr¢o perform operation of each gene in

antibody;
o PML={p,.., p'} - predecessor machine list, which contains priossroad or street for operation of each

gene in antibody;
o TL={d,.., d} -time list, which contains duration of each opierain antibody;

— Antigen — target function

F=f(T,E) - min

- {T=f(AB=>_T, - min

i=1

E= f(AB):Zm:En - min

- where
- T(AB)- total time to fulfil all operations of each vele@i@ccording to schedule AB;

- E(AB) - total electrical energy consumed during fulfilrhat operations of each vehicle according to scieAB,;
- F(T,E) — multi-criteria target function, depending onfdeE.

B. Parameters for Immune System
Antibody population size — z
Memory pool size - M
Replacement rate — O
Clonal proliferation rate X
Hypermutation rate 4/
Donor rate -0
Tournament pressure)
Inducing rate —-A
Diversity probability -0
Bit number in Gene shift 8
Bit number of nucleotide {3
Number of proliferation 47

C. Additional Conditions for Traffic Control Task

Each electric vehiclel 1 TR has following parameters, which depends on time t:
Current -1, (t)
Torque -7, (1)

Acceleration —a,,(7,,)
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Deceleration -0, (7,,)
Velocity - v, (a,,b,)
Therefore, duration of each operation of vehidle] TR depends on velocity,,: D" ={d(V,).... d. ()} -

The difference between usual flow-shop scheduliagk tand traffic control task is that duration otlea
operation is not predefined and is in functiongbetedency on the performance of other operationgedisas criterions
such as conditions of the streets surface, weathaditions, distance considering ratio among twotignous vehicles,
drivers acquirements, etc.

Due to this reason evaluation of the schedule maysdlved using simulation of each result of aidic
immune system for public transport system modelchvkakes in account following variable parameters:

— green light duration limits,

- relative number of electric transport in the traffow, initial street fullness,
average length of a vehicle,
minimal distance between vehicles in traffic jam,
maximal speed,

— weather — clear, cloudy with rain and heavy raithweduced visibility, that has influence on
- driver’s reaction time,
— acceleration time to maximal speed.

4. Algorithm for Artificial Immune System for Task Solution

A. General Steps of Immune Algorithm

Step 1. Random schedule initialization. Accordimgmune algorithm operation sequence, first stepaisdom
initialization of possible antibody (schedule) ptation.

Generate initial populatio®® ={ AB, AB,..., AB}, whereAB ={d,..., d},

g, =rand(R* 0 R*0..0 R"),g; # g,,

i=1z, jk=1q

Step 2. Procedure for simulation of transport syséecording to schedule. The results of simulaisaiotal time and
total energy spent by all vehicles according tceskites:

ODABOG’, T(AB), HAB, FEL.:

Step 3. Evaluation of schedule affinity to targatdtion.

Each schedule is evaluated by target functiongusesults of simulation

OABOG’, F(T(AB), H AB), F1,:

Step 4. Clonal proliferation of the most matchebestule. In the IA scheme, the most matched (Maxinafiimnity
value) schedule derived from the earlier step @seh for hypermutation after clonal proliferaticogess.

Step 4.1. Selecting schedule with best affinitydional proliferation:F*(AB) =max(F(AB),..., F(AB))= AB

Step 4.2. Proliferating selected sched@&, according to proliferation number:

CP={AB, AB,..., AB}, AB = AB, i=1«

Step 4.3. Light chain hypermutation in each schedu

Step 4.4. Simulation of hypermutated schedules

Step 4.5. Affinity evaluation for each hypermuthtzhedules

Step 4.6. Preliminary donor schedule set creation

Step 4.7. Memory pool update

Step 5. Tournament selection for donor schedwdgel schedules according to the predefined tonena size are
chosen randomly for competition with the survivimmner being turning into a donor schedule.

Step 5.1. Select schedules from preliminary dacbedule set

Step 5.2. Tournament stage

Step 5.3. If defined number of schedules is setedhan finish, else go to step 5.2

Step 6. Germ-line DNA library construction. In IAmponents from the memory schedules and the dahedsiles
construct the germ-line DNA library.

Step 7. Gene fragment rearrangement. In IA newdidhe are created via gene fragments rearranggimecess.

Step 8. Schedule diversification. Matching a lavgeiety of antigens/tasks requires an equal le¥aligersity in
schedule type. In the IA this was achieved by mkinig the following six diversification mechanisms.

point mutation

recombination

conversion,

inversion

shift

nucleotide addition
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Step 9. Stop criterion. The whole process will stdpen the generation equals to a pre-defined nun@rerwise
the process reverts to Step 2 for iteration. Fynidlé best and most diverse solutions are storéteimemory pool.

Numerical example is proposed to show several stéamune algorithm for scheduling of traffic lighirherefore
this example is simplified and duration of eachragien is constant.

Let us assume that three crossing streets are givshown in Fig. 4. Streets are split into paith two types such
as crossroads C2 and C4 and parts of the stregtedre crossroads S1, S3, S5, S6, S7, S8, S9. Phidie electric
transport routes are given and three electric pramwehicles TR1 TR2 and TR3 moving by these aute

The task is to create optimal traffic lights worgsischedule for crossroads C2 and C4 to minimizd tohe spent by
all vehicles to complete their routes.

TR
( i el N IO i
TR e | .

Fig. 4. Vehicles moving directions and streets suhe

According scheduling theory terms,

Processors — S1,S3,55,56,57,S8,S9 and C2,C4ssirebtrossroads

Jobs — TR1, TR2, TR3

Each job has 5 operations — routes

O(TR1)={011, ..., 015} and ML(TR1)={S5,C4,S3,C2,S1here operation 011 is processed by S5, etc.
O(TR2)={021,...,02,5} and ML(TR2) = {S7,C2,S3,C4,S®here operation 021 is processed by S7, etc.
O(TR3)={031,...,035} and ML(TR3) = {S9,C4,S3,C2,S6here operation 031 is processed by S9, etc.

Operations sequence for transport units are showiable 1.

Table 1
Order | O1 02 03 04 05
TR1 |5 4 3 2 1
TR2 |7 2 3 4 8
TR3 |9 4 3 2 6
This operations passing duration are shown in Table
Table 2

Duration o1 02 03 04 05

TR1 6 6 5 2 3

TR2 4 1 7 2 6

TR3 5 2 3 4 7
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As shown in Fig. 4, C2 and C4 are crossroads agfibre they have restrictions. Through P2 simeitasly
can move vehicles coming from S3 and S1, but velicbming from S3 and S7 moving in same time igicésd.
Similar restrictions are for crossroad C4. Thro@h simultaneously can move vehicles coming froma88 S5, but
can’t move vehicles coming from S3 and S9. Sefridéndly” and ,conflict” operators are shown in Tal8.

Table 3

S2 3 1 <> 7 6
S4 3 5 <> 9 8

Step 1. According immune algorithm operation segeerfirst step is random initialization of possible
antibody (schedule) population. Schedule contaima genes forn transport units and m operations. In this task
schedule contains 15 genes and randomly generateds€hedules AB1, AB2, AB3 and AB4 as shown in|&€ah
Each transport unit appears in the schedutanes.

Table 4
RANDOMLY GENERATED SCHEDULES

AB
1 [1]2]3]|3[|2]2]1)1|3|2]1]|3]1|2|3
AB
2 |[1]1]1]1)1|3|2|2]2]2]|2|3[3]|3]3
AB
3 [2]2]3]3]1|1]2]1]|3]3|2[|1[1]|2]3
AB
4 [1]12)11)13|3]2]3|1[|3[2]3]2]|1|2]1

Step 2. Next step is to create related machine (Mdt) for each schedule. Related machine lists and
corresponding passing time lists (TL) are showraimd Table 6.

Table 5
RELATED MACHINE LIST
ML1 |5|7|9(4(2|3|4|3|3|4|2|2|1|8|6
ML2 |5|4|3|2(1[|9|7]|2]|3|4|8|4|3[2]|6
ML3 |7|12|9|4(5[|4[3|3|3|2|4|2|1(8]|6
ML4 |5|7|4|9(4|2]3|3]|2|3|6(4(2(8]|1
Table 6
RELATED TIME LIST
TL1 |6|4(5(2|1|7|6|5|3|2|2|4|3[6]|7
TL2 |6|6(5(2|3|5|4|1|7|2|6|2|3[4]|7
TL3 |4|1|5(2|6|6|7|5|3|4|2|2|3|6]|7
TL4 |6|4|6(5]|2|1|3|5|4|7|7|2|2(6]|3
Table 7
PREDECESSOR MACHINE LIST
PML1| 0| 0|0|9|7|2|5|4|4|3|3|3|2]| 4|2
PML2(0|5|4]|3|2[{0|0|7|2|3[4|9]|4]| 3|2
PML3|0| 7|/0|9|0(5|2]|4|4|3|3|3|2]| 4|2
PML4 | 0| 0|5|0|9(7|4]|4|3|2|2|3|3]| 4|2

According restrictions is created predecessor nmeclist, set of previous operators, which from TRR2 and TR3 are
coming. Predecessor machine list dates are uselatihy value of makespan. Predecessor machinéslishown in
Table 7.

min{makespaiﬂi =12..,N,}
makespan

where makespaindicates makespan value of tffesthedule and obis its associated normalized value. To find value
min makespan are necessary create Gantt chartafdr schedule. As shown in Table 8 min makespanptrabe
schedule complete is 24 seconds.

AB :Lm and ()bji =
sG
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Table 8
MIN MAKESPAN CALCULATING

P1 [ [ ]
P2
|

P3

P4

P5[TRI
P6| | ]|
P7[TRz
Pg| ||
Po[TRE

24

The relationship among schedules is evaluated diwpto the similarity count SCi expressed as

Z'.qf;coun]; o
SG==—L"——,ij = 1,2,.,N,;
NAb
with
nmA |<
count :—Zk i
n*m

where the similarity count at the k locus amongesithes Aband Al is expressed as

=

« _ |1 ifthe jobs at the k locus of Ab andAare identice
0 else

Abijk calculating results, values of coyare shown in Table 9. Values of phipd Al are shown in Table 10.

Table 9
ABIJK CALCULATING AND VALUES OF COUNTIJ
Ab similar sun| count
AB1#AB2 |1/0(0|0|0|0|0[0|0|1|0|1|0|0|1| 4 | 0.266667
AB1#AB3 |0|1(1|1|0/0|0f1|1|0(0|0|1|0|1| 7 | 0.466667
AB1#AB4 |1/1|0|1|0|1|0f1|1|1|0|O|1|1|0[ 9 | 0.6
AB2#AB3 |0/0(0|0|1|0|1(0|0|0O|1|0|0|0|1| 4 | 0.266667
AB2#AB4 |1/0({1|0|0|0|0[0|0|0|0|0|0|0|O| 2 | 0.133333
AB3#AB4 |0|1(0|1|0|0|0[1|0|0|0|0|1|1|0| 5 | 0.333333
Table 10
V ALUES OF OBJI ANDABI
SC obj AgAb
SC1 0.333339 0.96 2.88
SC2 0.166667 0.77 4.62
SC3 0.266667 ] 3.7b
SC4 0.266667 0.83 3.1135

A higher affinity means that the schedule has adnigctivation with an antigen ant a lower similarith the
other schedules. Consequently, highest affinitydea®nd populated schedule AB2.

5. Conclusions
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Application of artificial immune algorithm in schekhg tasks show great promise. To solve multiecii
scheduling problem for public electric transpoawil optimization with artificial immune algorithm plication is plan
for nearest future and expecting goal of this itigasion is decreasing make span time.

Create mathematical formulation and investigate imen algorithm application for scheduling tasks

conclusions for the present are:

. On biological immune system based artificial immawalgorithm can be applied to create coordinated
optimal traffic lights working schedule

. Transport flow optimization tasks solving resmbstly will approximate, due to several transport
flow dependent criterions could not be defined whreagal

. Artificial immune algorithm can be applied to gelmulti criteria transport flow optimization tasks

. Coordinated optimal traffic lights working schéelucan be applied for minimize electricity

consumption and tasks for transport units stanidhg tlecreasing.
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1. Introduction

This article describes the electric motor operati@rere its launch, the vehicle acceleration tanagdtvelocity
and further uniform motion). The model can be edab different means of electric transport, sugtram, trolley-bus
and electric train. The author already regardedetingd electric motor with the help of Simulink inpaevious article,
but here attention is paid to a new Simulink exiems- Simscape that combines electrical, mechantoadraulic,
physical signal and thermal blocks, among whichahghor is interested in electrical and mecharnitatks, so this
article is about modeling electromechanical systevhich is enclosed into mechatronics, where conisoklso
integrated, and this control will be modeled in thomation and described in the author’s furtheickes. Blocks of

Simscape which help to simulate operation of astetemotor and to show its parameters on scopegegarded in
this article.

2. Problem Formulation

The purpose of this work was to simulate electr@on which converts electrical energy into mechahthat
helps to move electrical vehicle, e.g. tram. Thigion had to be shown on a chart. In our real éileetric motors have
rotating parts (rotors), so rotational motion isngoon there. This rotation should be converted wehicle’s motion,
so, the vehicle’s wheels have to rotate to getstedional motion of the object. The change of thistion parameters
has to be shown on the screen in order to undetrstenprocesses going on while operating the mardrto see what
happens if the motor is controlled using differeignals which will be realized in further works bese the motor
should not only be launched, but also it has tocbatrolled as any mechatronic system combines mdy o
electromechanical components, but also controlksloBut the task of concrete work was to modelteiead energy
into motion of a vehicle and to show this motion.

3. Methods of Solution and Mathematical Formulation

a) Used formulas:

Voltage value of the resistor dependence on cuaedtactive resistance values U=IR

: : . di
Voltage value of the inductive element dependemcewrent and inductance values U= La
Force value dependence on current and constambpbgionality values F =KIl
Voltage value dependence on velocity and constigmtoportionality values U =Kv
Rotational torque value dependence on current ansdtant of proportionality values M =KiI
Voltage value dependence on angular velocity amdtemt of proportionality values U=Kw

. L . . dv

Force value dependence on velocity derivative tame constant of proportionality values F= ma
Rotational torque value dependence on angular iglderivative time and constant of proportionality M = Jd_a)
values dt

Rotational torque value dependence on radius ofvtrexl, force and mechanism orientation indicatorM =r F o

r

Velocity value dependence on radius of the wheejukar velocity and mechanism orientation indica] V=r wo,

Force value dependence on damping (viscous frictoefficient and velocity values F =Dv

Relative velocity dependence on absolute velocifaerminalsR andC values V=V, -\,

Rotational torque value dependence on dampingduisériction) coefficient and angular velocity vaii M =D w

Relative angular velocity dependence on absolugellan velocities of terminalR andC values W=y — W,
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b) Symbols:

U — Voltage, V (volt)

| — Current, A (ampere)

R — Resistance& (Ohm)

L — Inductance, H (Henry)

t — Time, s (second)

F — Force, N (Newton)

v — velocity/relative velocity, m/s (meter per sedpn

K — Constant of proportionality

M — Rotational torque, N-m (Newton per meter)

 — angular velocity/relative angular velocity, m@/adian per second)

m— Mass, kg (kilogram)

J — Inertia, kg-rh(kilogram per square meter)

r — Radius of the wheel, m (meter)

o, — Mechanism orientation indicator. The variablsumses +1 value if axle rotation in the globallyigsed positive
direction is converted into translational motion positive direction, and —1 if positive rotationsoits in
translational motion in negative direction.

D — Damping (viscous friction) coefficient, N- s/rn-translational motion, N-m-s/rad - in rotationation

VR, Vc— absolute velocities of terminals R and C, respelst, m/s (meter per second)

wRr, wc— absolute angular velocities of terminals R andeGpectively, rad/s (radian per second)

The scheme operation is described then.
4. Scheme Operation

Firstly the working scheme is made.

T s
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Fig. 1 Working scheme
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Electric motor which is examined in the modsl equivalently replaced with Simscape blodResistor
(representing active resistance) dnductor (representing inductance). To covert electricargp into mechanical
blocks Translational ElectromechanicalConverterand Rotational Electromechanical Convertare used. To model
load blocksMass (for translational motion) anthertia (for rotational motion) are connected to the motbris an
opportunity for both blocks to set not only thedoalue, but also initial velocity. To show the nba of the vehicle’s
velocity and position according to time blot#eal Translational Motion Sensas used (the opportunity to set the
object’s initial position is available). To showetithange of rotational motion parameters (angwd#ocity and angular
position)Ideal Rotational Motion Sensdg used. To show all this with the help of elem8obpewhich is the block of
Simulink core, the physical signal taken from Siapse blocks is converted into Simulink signal usig-Simulink
Converter Solver Configuratiorblock is connected to the scheme because it isssacy for the usage of Simscape
elements in the simulation. There are also usectredal and mechanical Simscape blocks which repreground in
the scheme Electrical Reference, Mechanical Translational Refeeeand Mechanical Rotational Reference.

In first two cases two types of mechanical motioa simulated: translational motion and rotationaition.
The parameters of rotational motion are analogicalranslational motion. Angular velocity (rad/s) analogical to
velocity (m/s), angular position (rad) is analogittaposition (m). So, the charts representingahanges of parameters
of both types of motion should be similar.

Translational and rotational motion charts:

ED T T T T T T T T T
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Fig. 2. Translational motion charts
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Charts of both types of motion show that velocitytéanslational motion) and angular velocity (otational
motion) are changing for some short time periodtefeaching a constant value, which is the unifeehocity of the
tram (in translational motion) or the uniform arguVelocity of the motor rotation (in rotational tiwm) — so, uniform
motion is held. The uniform change of position (alag position) also shows that the motion is unmifpthe diagram
has to be a straight line. As the simulation tirmedther long (here 200 seconds) in comparisonne tn which
uniform velocity is reached, the graphs of positihiange are straight lines in this work.

So, the graphs of translational and rotational amtare similar in their forms, but differ in paraees
physical sense (they are analogical) and in thainerical values.

Also rotational motion conversion into translatiotion is simulated in this work. Blodkheel and Axlés
used for this purpose. DampeRotational Damper, Translational Dampegire used to simulate viscous friction. As
there are more some different loads connected gontbtor and friction is used, the tram has to cejth larger
counterforce to reach the uniform velocity and theocity is less if the load is larger becauses 8peed is limited by
the motor power. That is why the change of posiienording to time during longer period is not onifi (the graph
during this period should be parabolic).

Lower the charts for the point where rotational imotis changed into translational motion using darapare
presented (the first chart is velocity change, stbeond — the change of position).

o 1] A e ETET TETTISSTRTS EEEREREREEEE ]

b APTPTIPNE SRRTORIR R

4000 , : ,

11 1] P e =TT

i : i 1
1l al a0 1h0 200
Fig. 4. Charts of motion, converting rotational ioatinto translational, using dampers

As it is shown on charts, velocity doesn’t reach ¢bnstant value at once, but it takes rather tong to reach
it because of larger load and the presence ofdricfThis happens in real life too as the motor foaach the nominal
rotational velocity after launch overcoming frigtioThe constant linear velocity also is less adfdhee is the same but
the load is larger. The change of position is paliakat first, but when the velocity becomes const@=const) the
graph of position change is approximately a stridigle as it has to be during uniform motion. (B¢ position reaches
less value in the same time than in the first egsere simple translational motion is researched).

5. Conclusions

As this work has shown, electrical and mechani@atspare easily combined, and this is electric Spant
operating principle. Modeling of electric transpambtion also showed that vehicles, for examplengiadon’t reach
their uniform (average) velocity after startingoaice, but some time is necessary to reach it. fithis depends on load
which is connected to the motor (in our case tlntwith driver and passengers) and friction bothrdtating
mechanisms and between wheels and ground. Thigng @n in real time as it has been shown in theeh@using the
charts representing the motion processes). Thegehahtram’s position is proportional to time anelocity (if the
motion is not uniform — to initial velocity and aaeration) and this is seen on charts. So, thdtseae have got after
modeling coincide with theory and practice.
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Abstract

Experimental data on low cycle fatigue and fatigugck growth rate of cast stainless steel 98€r18Ni1ONiTi and
also the values of the limit of this material erahoe at room and elevated temperatures on thelbasigles are
submitted. It is shown, that fatigue strength ia tange of endurance from?10 1G cycles for cast steel is less, than at
deformed (forging, plate, tube) metal of same cositgm.

KEY WORDS: cast, cycle strength, stainless steel, enduraraegs of the limit, fatigue, crack growth rate.

1. Introduction

High alloyed stainless steels are used in the audtalustry at creation of the main equipment giefines of

the nuclear power plant (NPP) as various semi-mtsd(plate or sheet, forging, cast, tube). Thesternads possess
high plastic properties (elongation, reduction ofaa impact strength), however after prolonged ajp@n at the
elevated temperatures can be embrittlement by thleageing [1]. First of all it concerns to semi-guats from the cast
steel with austenite and ferrite microstructuree Tdmount of ferrite in a microstructure is limité8-20% that is
effective means of the prevention cracks in metal.
A lot of works for Cr-Ni steel of domestic and fage researchers is devoted to studying of processtermal ageing.
This theme is rather actual especially for the paugint of the NPP, which long time is exposed tduerice of the
elevated temperatures. The urgency of such workgrigected to change of mechanical propertiesextatipn and first
of all with decreasing of plasticity and impactestgth of metal with austenite-ferrite microstruetu©On change of
impact strength in the majority of works the estiima of propensity such steel to thermal embritéetralso is made.

2. Tensile Strength

Cast semi-products from stainless steel are ugednits of valves and pumps of the NPP. The contiposof
a cast material is chosen so that in a microstraatantaining basically austenite, there was suhinmum quantity of
d-ferrite which would allow improving foundry propiss of a material, weld ability and plastic propes. The
common contents aj-ferrite in not stabilized cast stainless steelissial less, than 20%, and for the stabilized cast
stainless steel - are less, than 10%. For notlgathistainless steel degradation of mechanicgbgnties takes place at
long ageing in conditions of operational tempemsufor the atomic power station about Z50Degradation occurs
owing to disintegration spinoidal formationsdnferrite to a phase, result of that is increasharfiness oé-ferrite and
reduction in viscosity of a material as a wholes@&eches have shown that degradation of mechagrigpérties owing
to disintegration formations can be restored attsigom annealing at 580 (one hour). Properties of cast stainless
steels at long operation can change also becaugeowth carbides and/or nitrides, is especial ordérsaycrenura
with d-ferrite and in the-ferrite, and also at allocation of the G-phasé nigth harmful impurity. However in the
References there is an insufficient amount of @ describing behaviors cast stabilized corropi@of austenite steel
at thermal ageing. Believe that degradation of raaidal properties of cast preparations from thieelstt long
operation in conditions of the atomic power statisrless, than not stabilized because of the smeadatents of-
ferrite.

3. Cyclic Strength

Investigation of fatigue strength of cast stainlste®l was spent on a complex cast semi-produdes;ral and
which internal diameter were 750 and 140 mm aceogtgliand height 350 mm. The level of mechanicapprties for
cast in an initial condition were UTS = 480Pa, YS = 250MPa, EL = 41%, RA =61% at 20 and UTS = 345MPa,

YS = 180MPa, EL =58%, RA = 30% at 350. The submitted values of properties correspondetthé requirement
Tu-108.17.1039-79. After thermal ageing at 4D@uring 3000 h the level of properties practicdlis not changed in
comparison with initial metal of casting after heatatment at 110Q with cooling on air (austenization). For the
investigated metal resistance of low cycle fatiguex range of durability of £010* cycles has been appreciated at
20 and 350C, and also the limit of endurance is determinedttun basis of 10cycles at the same temperatures.
Experimental data are presented in Fig. 1.
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Fig. 2. Low cycle fatigue of 08Cr18NiT0steel cast at 2M§ u 350 ¢): scatter band for the deformed metal is shaded

As strength properties at ageing change insignmifigaalso the limit of endurance of cast metal ottt
conditions appeared practically identical and e@@@IMPa at 20C and 120MPa at 350C. For the deformed stainless
steel approximately with the same level of a yiidngth Weller curve is located above, and thé lifhendurance at
350°C made 19(MPa.

In the field of low cycle fatigue at temperature’@Qhe experimental dots reflecting resistance tdrdeson after
ageing and in an initial condition are practicatlyone area of disorder and coincide with the degxt material. At the
elevated temperature (3% in the field of durability of 1810° cycles the strain amplitude approximately twicéeiss

in comparison with the deformed stainless sted ihaonnected to similar decrease in reductiorarefa. Thus the
microstructure of cast steel differs from defornredarger size of grain (3-4 point at cast metatamparison with 5-6
point at the deformed metal). Besides grains of o@etal are bordered byferrite that is not present in deformed
austenite some steel.

For cast stainless steel the estimation of fatiguebility and at a stage of growth of a crack alve metal
after 12 years of operation was spent. The fatigaek growth rate on air at the room and elevagedperatures is
submitted on Fig. 3 and 4, accordingly. From thbnsitted data follows, that growth rate of a craok fleformable
metal is a little bit more, than for cast. Probalthe austenite grains, bordereddsferrite, are some an obstacle for the
accelerated growth of a fatigue crack.
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Conclusion

2. Fatigue strength in the range of endurance fromtdQl@ cycles for cast stainless steel is less, than farced
(forging, plate, tube) metal of same composition.

3. Fatigue crack growth rate of deformable stainleésslds a little bit more, than for cast metal ah® composition
with austenite-ferrite microstructure.
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Abstract

The paper deals with such a cross-section zonenadillayer structural element (called a kern) ihigh the existing
axial compressing loads cause only compressioss&se The general solution has been obtained Wieeshape of
cross-section is any polygon. Analytical and nucsrimethods are presented when cross-section @aected or
disconnected domain and a part or the whole cordbaross-section is an integrable curve(s). Théhoe of finding
the kern geometry and its localization requiresyocordinate values of polygon vertices. Geometdestaining
curved parts are analyzed by approximating theesuttat correspond to line segments or by applgieganalytical
method proposed. Several examples of cross-segeometries are given, as well as the numerical gmaghical
results obtained.

KEY WORDS: beam sectionkern, compression stress zone, core, limit zonendation analysis, compression
member.

1. Introduction

The concept of cross-section kern (CSK) is wideduse various fields of construction, navy and maiter
mechanics. It is often required that there wouldhbeor limited tension stresses in plates, preségsoncrete beams
and concrete dams. That is why establishment of @SK zone in which an applied axial load doesmatke tension
stresses is rather important.

If the compressing axial load acts on a homogenstiustural element at its centroid, then the ertinoss-section
is uniformly compressed. Axial compressing and limgpdause excentrically acting load, thereforeakial load acting
at a certain distance from the centroid can caeisgidn stresses.

In the CSK determining methods reviewed, only hoerepus structural elements are explored, howeeentky
multilayer, i.e. heterogeneous structural elemdotmed by using the various materials and combamatiof their
arrangement, have been used ever more widely inahstruction.

Heterogeneous structural elements are frequerfidgtafd by excentrical loads (e. g. building struetumeant for
work in seismic zones). In those cases, it is oftimportance to define load arrangement zonesethstire either the
absence of tension stresses or precise estimdtitie tatter values. This is especially importaotthe materials whose
strength for tension is considerably lower thar fbacompressing.

2. The Heterogeneous Case

A method of determining CSK for a heterogeneousi®aroposed and grounded in this section. Letctioss-
sectionK of a heterogeneous bar, its contékir, and its convex hulQ = conv(K)[6, 7] as well as the conto@Q be

given in the principal stiffness coordinate systéry, y.} [1]. A multilayer bar is composed of layers with the
elasticity moduliE, E,,...,E,, while the respective cross-sections take up attiveeand non overlapping domairk§

along the entire length of a bar. Such a bar is<iteterogeneous; however it is homogeneous inotigtudinal
direction. The whole cross-section of a bar is

K=0Ki,KiﬂKj=D,i¢j, 1)

i=1

and we can define the axial stiffness density fioncin the systenfx,, y} [1]

E(x Y=Y E1(x ) @
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where

_J0 (x y)OK,
Ii(x,y)—{l,(xy y)OK,

Function (2) is piecewise constant and it is defina the entire cross-sectién, and if the poini( X, y) belongs to
thei - th layer, thenE(x, y) is equal to the elasticity modulus of layerK, , i.e.

E(xy)=Eif xy)0K. 3)

Let(xF VY. ) be the resultant of a point affected by Iéad O, perpendicular to the bar cross-section, émcd, yc)

of a point at which stresses are calculated irsylsem{x_, y.} . Then the distribution of stresses in the crostice
of a heterogeneous bar [1], [2]

U(XF,yF'XC’yC):

LECx, y)(“% Y Y, % X X] | X
where [26]:B is the axial stiffness of a heterogeneous bar
B = [[ E(x y) dxdy, (5)
K
D, and D, are extreme bending stiffnesses of a heterogertgaus
D, = [[X'E(x ydxdy Q=] § E xy dxc (6)
Kes Kes

We denote the domaiK_, i.e., the image of the domailk in the systen{x, y . by K, as before.

Note that in the case of a heterogeneous bar, iumdy) that defines stresses is piecewise lindéartlfe
homogeneous case it is linear), because, if thetdoiF,yF) is fixed, then the latter is only the function thie
variablesx andy, and its part

B B
1+— +—X 7
[ 5 VYt X FJ (7)

X y

is a linear function, while the other part

TE(X.Y) ®)

is a piecewise constant function (see (3)).
Taking into consideration that function (7) is pivg, and function (8) is negative, determinatidnGSK of a

heterogeneous bar is reduced to the following gmblfind a setkernK |E ,E, ,...E, | of all the points(xF , yF) SO
that at all the points of cross-sectitsh only compressing stresses appeared, i.e., thatidun(4) were negative or

D

(1+£y y +£x x]>0. (26)
3 c’F Dy c F
Thus the problem of finding CSK of a heterogeneloasis reduced to an analogous problem for a homemes
bar [3 - 5].
We present below a numerical algorithm for findihg CSK geometry and its localization. It is preciscross-
section is any polygon, and approximate if the srgection is any domain. Let as consider the daige 1), where the
polygons K, that approximate all domains are convex or conchiege that this kind of limiting of domains doestn
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restrict the CSK finding problem on principle, snthe every domain can be approximated by polygith & high
accuracy.

3. Calculation Method

Let PY be the sequences of polygoKs vertices ordered (counterclockwise). Then the @anbf any polygon
K. is

i
oK, = J{p" R} . (10)
k=1

We show that in such case, all the moments

=[]y B x y dxa

could be expressed in algebraic form.

A Y
Y
yss AE E2 XSS
y ~—_ 4
)= .

Ye J E, E

- X

Xe X

Fig. 1. Geometry of a multilayer structural elemehbbal and principal stiffness coordinate systems

Indeed, any sides df - th polygon is

R(j)(Xj Y ) F‘jﬂ)( X N +1)),

i=1,2,.n,j=12,.j (11)
and those equations are:
X (1) =% +% t
{yu(t)=){j+¥ t (0<st<1), (12)
whereX, =X, =%, ¥ = ¥ .~ ¥ - Then, applying the Green theorem we have:
1 n ji _ 1 ™
M, =—q—+12 EX%[(x00) (yO)" de
1 & szl o (13)
- = S ij)
q+1i2:1“EiJZ=‘1Xj i
or
1 n ji 1 .
My _mz E\Z: J-()f(o) ( )/())
- (14)

L SEy

p+1i= =1
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and the integrals))) ands{’

“”—j(a(o)(m(of”dn (15)

1
—ii +1
s = [(%0)" (% (9)" dt , (16)
0
for p=0,g9= 0, p+ g< 2, can be expressed infinite form

S(JI(J)) =Y +__y

=) — _ o 1_
SO =R RS
W= ryY SV
“-ﬁ+—$x+%ﬁ+.1 : (17)
s =Y +§ Yy+yy+y

S0 =% (¥ v29)+ gy +i e
% ¥ (% + )

Thus the parameteB D, , D, necessary to calculate CSK, are expressed byraige(15) and (16). By employing
expressions (13) or (14) and (17) we finally have

mo= S EX YR =Y &Y w3 ),

Z;EZ g =
_ B o
5;5;%‘ (’ﬁg"‘—z ?183( + i?<ijx?+_4ij)€j

= ___lzl: E'Z:‘l)sél)_
_%Z;:Ei;xj (363*'5 Yy+yw+ u‘ﬁj

4. Numerical Results

The initial results of application of the CSK cdbtion method proposed are presented in Fig. 2. Ulilayer
column has been considered, the cross-section ichvig of an asymmetric T shape with four (1, 24Breinforcement
bars (RB) in the horizontal direction and three §26) in the vertical direction (Fig. 2). The tbtaoss-section area
A=mesK ) of a column (e.g. reinforcement concrete) was ragslito be constant in all the cases. The elasticity

modulusE,, of the matrix is equal to 1, while the elasticityodulusE, of the RB was changed from 1 up to 500.

6

Considering the entire are8 :Zmesaﬂ ) occupied by RB on the CSK a8, =mes(kern(K), the ratioE, /E,
i=1

was equal to 10, which corresponds to the reinfossg-concrete case.
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Fig. 2. Analysis of the column cross-section keyn & - the ratio of reinforcing elements and matrixsélzity modulus
is E / B, =1 (homogeneous structurd)— stiffness of the border reinforcing elementgt.land 6 is 50 times
higher than that of reinforcing elements 2, 3, &nd - stiffness of the border reinforcing elementsnd & is 50
times higher than that of the remaining ones.

Alteration of the areaA, of the heterogeneous bar was calculated in petmenbmparing it with the CSK area of the
homogeneous bar the value of which is equated @410n the case of a homogeneous bar (Fig. 2he)CiSK area
isA, =2.32, its ratio with the total cross-section area &,/A=0.097, and its centroid coordinates are
X, =3.66, y, = 4.0C. Alterations in the CSK geometric parameters vealeulated with regard to these quantities.

The figures presented below illustrate the pobsés of proposed method.
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5. Conclusions

1. A new method for determining the cross-sectiemkgeometry and its localization of multilayer woh has

been presented.

2. An efficient calculation algorithm has also bg@esented that enables us to calculate heterogen@oss-
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section moments of every order without using thiegration procedure.

3. The cross-section parameters have been caldukdplying the algorithm proposed for a asymmelrgshaped

y
2,55
1,7
1,07
1,7

y

2,38
1,64
0,87
0,98

column with non-uniformly arranged reinforcemergraknts varying their geometric and stiffness patarse

4. The investigated cases allow us to argue tleatdtio between the heterogeneous column crosesdarn area
and that the entire structure cross-section canpb® two times higher or lower that much as coragawith the that
kind ratio of a homogeneous columns.
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5. The primary investigations corroborate the éfficy of the methods proposed as well as a posgilidr
structure designers to optimally arrange reinforeetrelements and select their stiffness so as $arerthe required
stress distribution in a multilayer column.
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Abstract

Mechanical-optical equipment was created and matwfad for an investigating and assembling oner fielection
optopair (OFROP) and sensor. It enables positionindpe active fiber tips alongYZcoordinates manually (accuracy
= 0.5 um) and by step motor controlled by electronics aacy 0.1um). An angle between the fiber axes was
controlled in the range 0-18@ith the accuracy 0.5”. The output power of light transmitted from theeawing fiber
was measured by energy meter LP-5025 (accuracyeélution 0.01%).

A non-contact nano-micro reflection mirror positiog system was created for measuring fiber-opseasor
output signalJ dependent on displacemdnfrom the mirror U-h characteristics), sensitivity of the sensor ad asl
resolution. Construction and technology of the OPRs@nsor, and signal processing electronics wewen.

The output signal of OFROP dependences on the mirror displacerhemd angle 2 between the axes of
the fibers regularities, beinlg (the distance between active fiber tips) minimakeveesearched by experiment and

modeling.U-h parameters, such as the maximal sensitiSify, positions ofU inflection pointsh’, h" , peak value of
U and its positionh,, position of intervalAh in which U-h characteristic is linear and their dependence8 amdh were

determinedExperimental results are consistent with thoseinbthby modeling.
KEYWORDS: fiber reflection optical pair, mirror positioningystem, sensor sensitivity

1. Mathematical Model

The Gauss type light beam power is concentratedniarrow cone, and the electromagnetic field diation
in any perpendicular plane of the fiber axis isimhdymmetric and completely defined [1], [2] byetHiollowing

parameters: radiation intensity
R Y 20°
1(p,2) = 1| =—> | exp{- N ENVEA
.2 °(R(z>] p{ RZ(z>} pmE

beam power

oo

P=[1(p.22pdp,

0

beam divergence
7 2
R(2=R 1+[—] .
z,

The optical system (Fig. 1), that consists of lightitting fiberL, a mirror and plan®, which the position of
which is completely defined by the angt and distancé, of light reflected power in plane is indicated by the
function [3]:

C, exp{_(x(hﬂ)—d) } 0

Us— 2
R (Z(h6)) R(Z ho))

Hered is the distance from the poiptto a point (in plan®), in which the received power is calculated (Fig. BR(2)
is the effective radius of the Gaussian beam iritimahdto
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b

hy(b,8) = YL (2)
Z(h,6)= A h&)+ z( ho), (3)
2(h6)=——, (4)
Z(h8) = 2hcosd+ bsird— z(hg E h‘ﬁf—jr s, 5)
x(b, h6) = 2hsin@ )~ bcosg ®)

R(Z)= g + 7" kand,. )

mirror

Fig. 1. The scheme of the detection of reflected<samn beam power.

Fig. 2 presents the calculations of reflected ligbtver, performed using expression (1) for thresitmms
h=nh, h, hof the reflection mirror, and for three positiods= d,, 0, d,of the points (of plan®) at which the power is

calculated.
Curves1, 3, 4 defined the dependences of reflected light powerthe distanceh at three fixed points

d=d,0,d,, and curveg, 4, 6 define analogous dependences dependent on theakdtat three fixed distances to the
mirrorh = h, h, h,. Note that curveg, 4, 6 are symmetric, while curvel 3, 4 are asymmetric. This method enables us

to calculate the dependences of reflected lightggawmh at any point of plan®, i.e., on the whole plarfe.
We have used expression (1) for constructing a emasttical model of one fiber optopair (OFROP). Ideyr
to determine OFRORJ-h characteristics (UHC) in theory (Fig. 3), we expldhe case where the distanb&d)

between the centers of active fiber tfqlight receiving)andL (light emitting) is minimalb(&) = b,,,(6) = 2acosd
and the parameted =0 (Fig. 4). Note that the value df, (8) is defined by the diametern2f fiber cladding and the
angled. If 260 (0<8<mj2) is the angle between fibér andL axes, then the optopdir-h characteristic (a signal
emerging in fibeA) is expressed by function (1), with the parameters

=& g
h,(8) = 5nd sing, (8)
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_h

z(h )= o8’ )
Z(h6) = h%ﬂ asin (10)
7(h,6) = 2hcof+ asin@ |, (11)
x(h,8) = 2(hsind- acod @ (12)
R(Z) = g + Z" Kand, . (13)

Here a is the radius of fiber claddingg, is the radius of fiber coref], is the angle of fiber aperture, arkim are
constants defined in the experime&, = QK, K,, K; I, , whereQ is the area of fiber coreK, is light loss in the
receiving fiber,K; is light loss in the medium, arld, is the power lead in the emitting fibler

200 Mo

Fig. 2. The scheme of light beam power calculatiooording expression (1).

Note that functionU (h) is positive and has a single maximum for all thesifive h values. Naturally,
sensitivity of an optopair is equal to derivative

ou

S(h =an (14)

and the maximal value of signal is achieved afpihiat h , which is a unique solution of the equation

ou
—=0. 15
™ (15)
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It is easy to see that sensitivit}(H) (Fig. 6) has two local extrema (at the poimts> h"), at which S(j) <0,
S(K) > 0. These two points are unique solution of the eqoat

U _
oh?

(16)

Of course, in the neighbourhood of the poihfs h the functionU (h) is closest to a linear one, i. e., dependences of

signalU (h) onh are almost linear.

When calculating the sensitivity and maximal seévisjt along the entireh variation interval, one ought to

2]

know the analytic expressions of derivativ%%— and (;TL;' however, it is possible to find them in a conesniform

only if the parametem =1 [3], therefore in calculations we have used edfitinumerical differentiation algorithms

that stabilize errors. To solve equations (15) éIr§), the unconditionally convergent Newtom metheas used. Note
that we need to solve these equations for varietssaf optopair parameters.

min

!

z

\

mirror

Fig. 3. Geometry of one optopair.

2. Experimental Set-up

Output signalJ-h characteristics were measured by using a scheavensim Fig. 3. Fiberd\, L (WF50/125P0.22;
WF100/125 P0.22; WF200/230 P0.22) were installeBNA 905 connectors. The angle between fiber ax&8.iThe
maximal output signal and minimal distanbg, were controlled by a special mounting desk (Fig.SMA emitter
(H22E4020IR), of 15 dBm powet;,,,=850 nm and a stabilized current supply 80 mA wesed. Output power of the

sensor was measured by a precise fiber emissiageda®-5025-8. Fibera, L and the mirror (Au) were fastened on a
preciseXYZpositioning device under a microscope. The pasitig step was controlled by an electronic deviog, &m
addition, by a micrometer (x0.5 um). The angleb2tween the axes of active fiber tips was defimgthe microscope

scale indices (Fig. 4).

3. Results and Discussion

Experimental measurement points (X, +, |UJefi UHC of the one fiber reflection optopair as wedlraodeling
results (continuous curves) are presented in FigsSwe can see, the results obtained experimgraéaé congruent

with the modeling results. UHC has a peak at th&itjpm of which is denoted ds and amplitude a8(h) =U(h).
Steeper parts of all the curvAgh) are up to the peak and more sloping after it. Téwilts indicate, that with an
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increase of the diameteRa, values are linearly increasing (Fig. 7, 9), whikh) is increasing exponentially
(Fig. 7, 8). The increase dfi can be accounted for the fact that with an in@dasthe diameter of fiber core, the

dimensions of OFROP also increase and thereforditence between the centers of active fiberitpacreasing as
well. The value ofA(h) increases due to an increase in the effectiveafribers.

Fig. 4. The fiber optopair set-up: fibers,2 — mirror, 3 — translator of the mirror (XYZ = 0,5 umj, 5 — translator of
fiber light power meter (XYZ + 0,5 ung + 0,5°), 6 — receiving optical fiber power mete7 — stabililized
source of power supply (80 mAg,— optical microscope to monitoring the fiber tigsatively to the mirror9 —
optical plate for fastening translators.

3504 k=1.7; m=3/4 200/230
£
X
E
2
2 IS
£ g A
5 5 o
g z \
o 2 ] 70/125
2]
é -1 50/125
-2 T T T T T
0 50 100 150 200 250 300 350 400 450 0 100 200 300 400
Displacement h, mkm Displacement h, mkm
Fig. 5. Calculated and experimental (+, x ahd | Fig. 6. Calculated dependences of the sensor
dependences of signdl, on the displacement sensitivity @U,/dh) on the displacemefit The
h. The parameters=1.7; m=3/4 for all graphs. parametersk=1.7; m=3/4 for all graphs. The
The curves correspond to fibexs a. curves correspond to fibeag/ a.

The maximal sensitivities;, and S, of OFROP sensor and thé& values corresponding to them
(h"andh) are of great importance. The sensitivi¢h) is a derivative of signaA(h) according tdh (S(h = dA dF).
As mentioned above (16%;, and S, are solutions to the equati@iA/ah® = 0. The values of these parameters are
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given in Table 1. The calculation results show thih an increase in the diameter of fibers, thiies of botth”, h’

(Fig.9) and S, S,.. (Fig.10) are increasing linearly. Fig.11 illusem the dependence of constant (1)
C, = QK,K,, K; I, on the diameter of fiber core.

+AM)

300
=] h

=]
200
*

] - h,
EI/El
100
$

5137545/53‘—‘5 hy

0 T T T T T T T T T T T T T T T T T T 1
40 60 80 100 120 140 160 180 200 220
Diameter of fiber core 2a0, mkm

Position hl,h+1h » mkm
Amplitude A(h,), mkwW

Fig. 7. Dependence of some UHC characteristic paifitOFROP on the diameteayof fiber core(experimental
points an interpolation of splined(h;) are values of signal amplitud®, are positions of signal amplitudb,

and h; are positions of the maximal sensitivity of sensor.

Table 1.
CIBER S(h)=0 max$™ (h| = S(h) maxS* (h)= S(H)
= - + + >
a, /a h | maxA(h)= A(h), h; S(17) 0) s(h) G, *10
[um] (W] [um] | [pW/um] [um] [W/ ]
50/125 78 22 117 0.368 38 0.240 1.5
70/125 86 41 135 0.640 40 0.418 4.5
105/125 93 86 154 1.071 31 0.691 15.5
150/180 132 186 221 1.610 44 1.108 67.0
200/230 155 317 267 2.125 46 1.457 195.0
300+ .
. { h=60,6142+1.028*2a, M
3001 / £ 207 h =47,221+0.535*2a, e
X . . El//
2 A(h,)=19.990exp(2a,/71.739) .E—H 200 N',=33.03986+0.059*2a,
i 200 +_C'H _— - __h
= - =150 B8 _— 1
I s /9/
:% e % 100 =
S 100 e g -
£ P P
<< - 50 - - Eﬂ»iiﬁaiiiiigiiii = h+1
0 T T T T T T T 0 T T T T
50 100 150 200 50 100 150 200
Fiber core diameter 2a, mkm Fiber core diameter 2a,, mkm

Fig. 8. Dependence of the amplitude vaiigh,) of Fig. 9. .Dependen(.:es of positions of t.he OFROP_ QUtpu
OFROP output signal on the diametera, Bf signal amplitude ;) and maximal sensitivity
fiber core  (experimental points  and (hf and h') on 2, (experimental points and
approximation by the exponential function). approximation by least squares lines).



157

1 maxS"
2,24
] 2001 .
2,04 /
181 ) 1.76298exp(2a /42,4475
16] maxS xp(23, ) /
0 14 /
g 12] i ’/
e g 100 /
Q 1,0-. oo
£ 081 -0.170+0.008*2a, .
0,6 - _
04 -
0,2 ] - — =
T T T T T T T T T T T T T T 1 0 1 L T T T T T
40 60 80 100 120 140 160 180 200 220 50 100 150 200
Fiber core diameter 2a,, mkm Fiber core diameter 2a,, mkm
Fig. 10. Dependences of the maximal sensitivibaxS* Fig.. 11. Dependence of the consta@§f model

(1) on the diameter & of fiber core

(experimental points and approximation by
2a, of fiber core (experimental points and the exponential function).

approximation by least squares lines).

and |maxS'| values of OFROP on the diameter

4., Conclusions

DependencedJ-h characteristics) of output signdl of one-fiber pair on the distantebetween active fiber
tips and the light reflecting mirror and on therd&ter (2,=50, 70, 105, 150, 200 um) of fiber core have tegiored
experimentally and by modeling, the angke27° being optimal (the angle between the actiberftips axes @, the
distanceb = b, between the centres of active fiber tips beingiméh.

We have shown that with an increase of the diameftdibers, the maximal sensitivity valuesaxS* and

maxS~ are increasing linearly. This leads to conclugiuat the optimal fiber diameter for non-contacefilveflection
displacement sensors and actuatorld8+ 105um, because their diameter with claddirer225, which is the diameter

of the cheapest multimode fibers most, frequensigdufor communication. Other regularities of thér characteristics
which depend ofin and on the diameterag of fiber core are also pointed out. The experimkeahd modeling results
are well congruent.

Sensors and transducers were proposed to Kaundsdlegy University for measurement and indication
nanometric displacement and vibration of mechatreiments. KEMEK Engenineering UAB for fabricatiprocess
automatization and for weighing and dosing equiptneimoma UAB for manufacturing signal processingctronics,
having digital indication, security organizatioms &pplication fiber-optical microphones.
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Abstract

Traditionally the leading attention to leader edigrapreparing to leader as administrator, which eeganize any kind
of fighting action, combat arrangement, thoroughipage for soldiers and other, without including fhsychological,
the emotional, the individual and the other pecitles. Also the main changes in view to army perfance in
nowadays situations when we must fighting withdgam, prevent the armed conflicts, the changearined forces
performance in inside political and the others éasingly request a higher competent in professionadral-

psychological, humanity for army control for varfoadministrative level leaders.

The reviews of best practices in leadership devatn (LD) have concluded that the key to effectiein
organizations is the systematic application of somhd practices. In recent years, the Lithuanialitavy Academy
(LMA) has embarked on an effort to systematize égghlip in its training and education system. Thiglg describes
the development of a survey measure that is basedraodel of the “system components of LD” that pailed the
LMA’s efforts to design systematic leadership depehent practices across different military trainiogurses and
schools. Data is collected on the “leadership diéhaacross training companies of officer cadets=(111). A
confirmatory factor analysis is performed which \ddes evidence for the construct validity of theasre. Scale
reliabilities are also reported. The findings aigcdssed on context of the value of the measuralentsystems model
of LD", with regard to the challenges of systemdgadership in military organizations. Also in thasticle the
algorithm scheme for test program of the leadditids and possibilities is presented.

KEY WORDS: leader, army, leadership, geopoliticdgorithm schema, test.

1. Introduction

To qualify as a military specialist we need a cagmpattitude to this process content and goals. éfffextive
influence for preparation content are doing sucly@gernment military-politically interests, publand requirements
for military practice for military specialists, thgedagogical and psychological condition of edwegtihe manning
methods of army personal (officers and soldiersg, military-professionals manning for army and ogheAll this
factors are by influence of the global military gen geostrategy and geopolitical environment.

The fundamental changes in global military enviremmand in every state society in regional levedpde
increase the enforcements for military commandiagspnnel. This process seeks to see that pecul@riow levels
and high levels are not the same. The low levetesstate direct style of leadership and the hégfell requires the
indirect leadership. The process is important bsealevelops in political, diplomatically, econonhjceultural and
regulation fields, that dimensions all time tramgfo This processes influence military environmeavelopment and
necessitate the leaders, which will be good pradesss and will solve a difficulties. In nowadaysr fmilitary
commanding leadership personal are significanonbt the professional skills.

The analysis of leadership literature shows a ramigkeader approaches such as: the official trginiime
organizational individual resource approach, pessycthological approach, and the best exercitatpproach
[3, 6, 11]. These approaches differ in their uskeatiership practices, processes, tools and content

The official preparation approach for leadershipludes workshops or classroom teachingleg#dership
theories and principles. The official training che positive, especially if the education is linkédectly to the
occupation experiences or used as a supplementienpe to provide learning opportunities (e.g.,simulations,
action learning), there is little real confirmatithdemonstrate the actual reassign of such tgioaimthe occupation. In
an extensive field study of different proposals fifficial leadership grounding and expansion are é#ifective
leadership guidance that included elements of @t@ad development, personal growth including: gineof, the risk
taking and the individual-discovery, mastery-buigliand feedback. Eventually, the primary contriutof formal
leadership training is insight development. Time actual on-the-job leadership experience are re@atemastery of
leadership. The leadership training also dependtherindividual motivations, skill and chance tare, ponder and
alter.

The organizational individual resource attitudeldadershipcombines issues such as selection, recruitment,
training and succession planning to prepare anépbdgaders to be effective to transit to the nextel of leadership.
Leaders must conceptualize what each passagesetitaiknowledge, the skills or abilities a leadeisthave and the
challenges involved in making each move to the héxter level. The strength of this idea is thalifferentiates the
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leadership demands required at different leveleaflership in the organization [4]. There can btced, that each
leader have a wish to became better then colldgethe foreground is the leader’'s person. So, tleee several
guestions: what must know nowadays leader abodehship, what requirements are raise for leadethamdthe leader
became.

The personal-psychological advances to leadersigied on individual alter in terms of how one Ksrof
oneself. There are contended that three criticgthpdogical processes are the key to being an tfeedeader in
today’s context. These are self-insight, self-rajoh and self-identity. Leaders must find theirmoindividual way of
being effective through understandings of their stnengths and weaknesses, of the context, of pigple and their
needs in the situation, and of how these three ooepts relate to each other. In this attitude gedér should
therefore facilitate the systematic developmenthete psychological processes through the useedbéek processes
such as multi-source feedback, coaching, and eé#ation.

The best practices approach influence not onhhatindividual’s growth and learning, but also atsnto
align leadership to organization strategies. Beattces can embody any number of developmentaiegsses and
components including talent identification and ngeraent, individual development planning, management
development, succession planning, mentoring andhing. The best practices approach to leadershipsgally still a
training intervention even though the practices|d@and processes are integrated to provide aticofisvelopmental
experience for the individual participant in thegram.

2. Leadership Development in the Lithuanian Military Academy

As was stated in the introduction the effectivedkrahip consists of many components that are thtuliyh
integrated into a coherent system to develop thévislual. Many leadership initiatives combine two raore of the
leadership practices, but these initiatives shda@dunctioned consummately the whole organizafidre backbone of
most leadership development systems is the formmgram, which serves as a shell under which a tyadaepractices
can be introduced to address the desired trainbjgctives. One method of making leadership devetypnmore
systematic is to design and implement an arrayegetbpmental experiences that are meaningfullygiatied with one
another.

The Lithuanian Military Academy personal has a pagential to solve leadership problems. The requénmets,
as demonstrated by accomplished experiments, fitargiand public specialists regularly are the saonly in activity
are disagreements as inside as in outside. Thislusion takes possibility to organize military amcademic research
interconnection, also to achieve better resultchStype interaction must take the possibility te uke academic
ground to solve military problems in the futuretle military practice. For leadership feelings iamthtion are explore
every avenues such as society, army an own LithnaMilitary Academy.

The methods of making leadership in the Lithuamlitary Academy are [6]:

1. Inculcate the estimation that in future practdecome the leader is only one way to be théepsonal of
own area;

2. Teaching the cadet — future officer form theidasleader characteristics studying military alsademic
courses.

To reach these particularize goals are possibéeiéh courses:

1. Organizational — regulative direction projects:

* consistent study organization;

* size up particular study goals (object, each le;tseminar and practical prosecution);

» constantly workable seminars, including the cadatsivity character and the cadets-leaders
requirements subject to theirs exercise duty amulsey

» differentiation for each discipline earmark hours fractical and theoretical practice;

» the backups of particular questions avoidanceldyshg objects;

» the particular requirements formulation for cadetd students;

« military and academicals objects interaction orgation.

2. Social — psychological direction envisages:

» the cadets innate leader characteristics estimatidrnpsychological help for its elaboration;

» psychological support for cadets from enter stuttiescademy to finishing;

» individual work with cadets;

» objects, in which are studying leadership psychickdgaspects and work with subalterns features;

» to work closely with army cohorts, where are seasademy graduates, and full-scale analysis of
reciprocations about theirs post faults and actmrés (reciprocations from cohorts and their own).

3. Scientific — technical direction:

» the new pedagogical technologies use;

» the automotive studies results evaluation systestaliation;

» the scientifically studies organization (studiearpling and regulation; studies places organize and
development; professors qualification in-servigening.

The effective leadership resulted from the syst@r@sign of leadership practices and tools inteaaning
process. Simply providing stand-alone trainingamls is not effective as the learning are not witéd or integrated
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into the overall training program. Leadership depehent is not about delivering a program or adnénisg a
feedback tool or making people go through a develmal experience. Instead, effective LD ensured such
leadership development practices and tools are esesistently throughout the training. LD shouldilmplemented as
a systemic process because development occursimesand a single training event or program issudticed.

3. The Leader Abilities Investigations System

So, forthe leader abilitiesnvestigations in th&ithuanian Military Academywas used the methods such as
tests - questionnaires and mathematical statistizethods. The investigations were accomplishedha teaching
management objects in the Lithuanian Military Aaagtlethroughout the 2003/2004 — 2004/2005 academiezdss [2].
The results of investigations was used to highltgbtabilities as for leaders as for leaders groups

The leader's regularity, as is known, charactetize qualification and competence. The ground okéhe
features is the abilities system. Very importartbigknow own and generally leaders competencehdad intentions, the
teaching planes for personal training must be drganby ground of abilities analysis. Particulaittis actual using the
informatics technologies in teaching and testingeys.

The designed questionnaires for test procedure wezarranged to take into consideration the elesklts
features analyzing (Table 1). The test proceduosvshthat some time was need to answer to 110 iqunesif this test
and for test results analyzing by special regufetiowhich are presented in Table 2 as individudlitiéls and
possibilities test results analysis, was neededhnnuere time as was planed [2]. Consequently thigg&nce required
the second goal of investigation of the leaderisskrhere was made the decision to prepare tstept@gram using for
testing and get results analyzing the intelligezthhologies. The algorithm scheme in consonanch piepared
methodic, which are brief described in this artiokdow, was decided to prepare for personal compute the top of
Linux operating system using Maple 12 version paogming environment [5, 12].

For each leader and especially for military envinemt leaders is important the professionalism, twhic
characterizes a qualification and competency. &skaown, these are the main educating featuresquhkfication is
definable as result of process of learning, edngatand achieved competence usage. The competehecmwledge
and the skills coordination and the capabilitylie practical use for particular factors. The corape¢ are achieving by
nurture, training and by experience. In the tradil personal management the competence notiorciassawvith
individual perspective, the development of competeassociate with qualification advance, and wetuirements for
individuals, associates [9]. Forasmuch the grouncompetence are the abilities, the adequate exeluthe personal,
the social and the professional. The main abilibEthese competences are presented in the Table 1.

Table 1
The ability system for leader
The competence quality The main abilities
1. The personality A — ability manipulate himself

B — individual worth system (clarity)

C —individual goals clarity

D — regular personality development

2. The social G — possibility influences the pesplaund about|
| — ability to lead

J — ability to teach and train (subordinates)

K — ability form and develop group (work)

3. The professional E — ability to solve the proide

F — creative and innovation management

H — modern knowledge (management and others)

The biggest part of personality abilities can b&wveaand the biggest part of professional abiliteeducated.
The majority of abilities are: native and educapadts. The abilities can be and are developing.s€guently the
abilities layer of the leader is the ground of dfiction higher.

The abroad scientists and also the Lithuanian #isterto investigate the problems of the persorahagement
used the tests [1, 9]. There are a lot of the testsnvestigation of the leader’s abilities, budnemonly the leaders
choosing for testing own abilities the English mgeraent consultants Mike Woodcock and Dave Frameigldpment
manual [10]. Also in LMA for leader’s abilities iegtigations was used adapted, formulated and apotby this
research methodic recommendations the specifitadiy[10].

The Table 2 is the ground for tested person arglymcause after questionnaire is calculating tesyl each
direction and filling the 2-th colon of the Table &fter that, the analysis of get results for edafection is giving the
place-range in the 4-th colon and inverse rangéhé 5-th colon. The learning requirements are deded after
analyzing own abilities also possibilities and desid main limitations. The inverse range shows ithgortance
leader’s restrictions and necessary learning teciden



161

Table 2
Individual abilities and possibilities test resudtsalysis
Direction|Results Strong sides Range Inverse range Restrictiong
A Ability manipulate himself Insufficient ability manipulate himself
B Individual worth system Personal valuables system obscurit
C Individual goals clarity Personal goals obscurity
D Regular personality development Steady person suspended development
E Ability to solve the problems Insufficient skills for problems solving
F Creative and innovation management Insufficient creative
G Possibility influence the peoples roy Insufficient ability to influence folk
about
H Modern management knowledge Insufficient management intelligence
I Ability to lead Weak leadership skills
J Ability to teach and train subordinate$ Inadequate education abilities
K Possibility to infllence the peopl Low ability to form and develop tl
round about collective

By this represented methodic in Lithuanian Militékgademy was performed the investigations of mamesyg
abilities and education requirements for over 186ets. The get results are presented in anonydutyt indicating
the names and the platoon of the tested cadetseddte cadet measured own abilities and possikiléifeer answering
to all questions. Below in Table 3 are shown orgeacaf questionnaire calculated results. In thisvgda we can see
that the lower result is two points reached onghafessional competence quality, specifically or Bbility to solve
the problems.

Table 3
The results for persaoatailities and possibilities
Directon [ A [ B [ C | D| E| F| G H| I| J K
Results 10| 5 8 71 2 4 T 8 4 |5 B

The get results also let us to form the abilitied possibilities sections for every one cadet apbical view as
shown in Fig. 1. To analyze tests results in greghiype was used the simple Microsoft Excel progr&he graphical
expressions of the get values let correctly to kimowhich directions must be developing the ala@$ifiand this let to
estimate the directions of the education priorities

The group (flock, team) basics limitations can Bgéneating analogically as individual and herewigcaessary
education directions. In this way in the secondpobf the Table 2 are laying the calculated andayed the test
results of all tested members of group. Then usingstigated results of the test of abilities arakgibilities is
determined the education requirement. Instancegfample bring up the qualification, are preparihg education
torrents from several groups, which education neguoénts are different, but the education proceswdanized by
conjoint program and schedule.

In these cases the individual education requiresmentist be sum and highlight the profile of common
requirements. For this goal are using the resilfeosonal tests of abilities and possibilitieseTunderlying education
directions of each member are summing. The torémtducation requirements profile shows underlyéalgicational
directions (Fig. 2).

Fig. 1. Personal profile of abilities and posstmb Fig. 2. The diagram of education torrent underlypngfile
(example from investigations) (inall 111 members)
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In this way using the individual and groups resoltsests of abilities and possibilities are plamgprofiles for
abilities and education requirements. The sectiedalkation profiles help rationally form torrentuedtion especially
highly qualification programs and rationally to uke education time.

4. Study and Analyze of Leader Skills Use of Informtics Technologies

As was said before, the effective usage of invasttg methodic can be reach by using informatics
technologies. The leader’s skills tests system egirepared by solving such problems:
1. Prepare the tests system for abilities investigat@and analysis;
2. Prepare test program and methodic for personal aenpse;
3. Prepare the leader’s skills self-control and edaooatystem by using distance teaching;
4. Prepare group skills control and educate systenmguaformatics’ technologies.

The referred problems can be solved by preparedetéa skills: investigates, education requiremendl a
education algorithm, in education system. Thisl&srge scale of propositions that must be solvingntegrate the study
and analyze of leaders’ abilities into test program

In the third paragraph of this article was desatibiee first step prepared in Lithuanian Military étemy, the
methodic for abilities investigations and analysigjch was used for the second step realizatiorrd livas made-up
the algorithm, by prepared test program and methddr personal computer with Linux operating systgb]. Also
was foreseeing to use for leader’'s skills test moy realization for personal computer the Maple vE2sion
programming environment and one of its possibditich as maplet [12, 8The schema of the test algorithm is
presented in Fig. 3 below. The prepared constmatias realized in 37-th blocs and is the direatafization of testing
methodic for leadershignalysis used for investigations in Lithuanian kity Academy [2]All recommendations how
to analyze cadet’s skills in presented algorithinesea are includedso, this tests schema by the three competence
gualities for eleven main features for leader'dit$ investigationgs constructed to draw the individual abilities and
possibilities for the chosen eleven features. Awres; the test program gives the calculated poand, also shows
diagrammatical visualization of get results. Theuailization is very viewable for analyzing; in tlyisu can ascertain to
compare presented test results in Table 2 andgin3Fi
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Fig. 3.The schema of the test algorithm
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Traditionally existing such type programs are reggiinformation for tracking the progress, so ttetds in
1-th bloc - personal information of a cadet. Aftegistration the process goes to 2-th bloc, whezdlee test’s tasks and
assignments which a cadet has to do. The 1-th ahdbbcs are the testing cadet’s direct work viitht program. The
test user can see the tasks in appear the progmagiows and must chose the answer “Yes” or “No”. Binewers are
moving to 3-th bloc where are sorting by directi@fisnvestigating abilities. Then all answers aheaking in the 4-th,
15-th, and 26-th bloc’s sub blocEhe competence quality as personality (from 4-tli4eth blocs) are analyzing by
four features: A — ability manipulate himself; Birdividual worth system (clarity); C — individuabagls clarity; D —
regular personality development. In each direchtimgih score 10 points. The competence quality amk@oom 15-th to
25-th blocs) are checking by four features: G —spmkity influences the peoples round about; | Higbto lead; J —
ability to teach and train (subordinates); K — ipiform and develop group (work). Also was choagsifor this
investigation the competence quality as professiand from 26-th to 34-th blocs is analyzing: Ebiity to solve the
problems; F — creative and innovation managemenrt;nibdern knowledge (management and others).

The eachcompetence qualityest’'s answers analyzing are processing in 14-Bdth2and 34-th blocs. All
calculated results information fall into 35-th blaghere is forming the general test results. Theh3Bloc is forming
the test score where the expressions of the vakigaints. But for us was very important that gegults be clarity
understand by tested cadets, and was decided hbatest can inform user about get scores by diageioal
visualization. This last step is the 37-th bloc.

The test program end is performed after passingladls, and get results are using for leader dewvedmnt.

5. Conclusions

The leader’'s professionalism characterizes quatifima and competence. There are different compgtenc
types, but in our investigations was chosen: irtligi, social and professional. The ground of coem@t is abilities.
In this article was presented the methodic forgtand analyze of eleven main features of leadels.sk

Nowadays successful work of leader requirementsgyattention not only for leader as for good adstiator
and hand training, but also for adequate psycho#&bdraining. The essence revelation for leadereisessary. So by
these investigations was resolved the test sys@ping to know what type of knowledge we must teegiwhat leader
features form and considered to cadets individeatures help them eliminate or improve own abditie became the
leaders.

The leader features education in Lithuanian Mijité&xcademy require the systemically view to cadeid a
academy all levels personal work, which must gugrdingher level of the well-rounded training fortdue officers.
This goal can be reached continually improvingratéon in different academy layers. The pedagddezhnology let
regiment and logic for pedagogical process fortani specialist preparation. The study resultstheealgorithm for
test program of study and analyze of leaders sKille realization of this algorithm helps to susfaly measure the
individual abilities, and lets the creative usepefdagogical technologies, which guarantee the psofs’ training
process realization development, the bettermequalfity of military specialist. The informatic temblogies will let to
make the analysis in much shorter time.
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Abstract

A mortar is a close battle piece of ordnance desigior shooting with high trajectoriesa(> 45°) and is used as a
mobile, powerful “infantry artillery”. This weapopossesses the capability to destroy enemy soldietdire positions,
concealed behind hills or in a settlement, boastple construction and maintenance, has a smalsraad mobility
(they can be transported by a small cross-courghjcle). Due to these qualities mortars can bectifely employed
on mountainous terrains for surprise effect. Atspreg 60, 80 and 120 mm mortars are most populasd lveapons
manage to retain popularity and are being perfecitce a mortar is a relatively cheap gun, itstdris not yet
computerized. This study presents possibilitieshef computerized control of this weapon and planmgidesentation
of combat results that might aid in taking decisieoncerning further actions.

1. Solution of the Ballistic Problem

For a mine to hit the designated point, it is neaegto solve problems of its trajectory contrbisinecessary
to establish the aiming setting (the angle of tirew in thousandth parts), the main direction ahfj (the angle with
which the muzzle of the mortar is tilted referemcinom the north direction) and the number of tharge (the initial
velocity of the mine) under known target coordisatend meteorological conditions. Such a movemeulegribed
using a system of equations

d?x dx

m—,-=-k—+ Fco

dt? at 1%

d’y dy .

m—-=-k—+ Esing , 1
dt? a . one @
mizz—kiz+mg

dt? dt

with initial conditions

x(0) =0, X (0)= v, cosr, cosg,
y(0)=0, y (0)= v, cosr, simr, .
2(0)=0, Z(0)= y, sinx,

wherem —mass of the mine (shellly — free fall acceleratiork — resistance to movement quotiex§,— the initial
velocity, a; — the angle of the throw, — direction setting, i. e. the angle between thegmdirection and the direction
to the target (main firing directionly; (frontal), F, (side — wind impact force an@ — the angle of wind direction and
main firing direction.

In the system of equations (1), resistance to mevenuotientk is a variable that is hard to choose and
experimentally determine. This variable depends tbe velocity of the mine and meteorological corudis:
atmospheric pressure, temperature of the air, hitynid the points of the trajectory. All these pameters change
during the movement since the device rises to atdreight.

In studies [1, 2] proposed methodology makes itsfids to approximately solve the non-linear diffeiel
equations system which describes the movementeofmine on the trajectory. A non-linear problem, ethfrectifies”
at individual intervals, is being solved. For vaisatarget distances const&ris chosen so as to make the data of firing
tables and computations coincide. Then the obtapuedts are approximated with the help of the polyral and the
analytical dependence of the resistance-to-movemeatientk on the distance of the target is obtained. Fig.&.Th
discontinuity of the curve corresponds to the titeors of the mine velocity to the supersonic moveiriaterval.
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Fig.1. Dependence of the resistance quotient the distance to the target

Then, the system of equations with initial condigo(1l) and target distance being defined can ajrded solved
analytically. After numerical values of the quotieand parameters of initial conditions are enténémthese solutions,
they become functions of angles o, and timet. We obtain a corresponding system of non-linegeladaic equations:

x(a,,a,,t)=L
y(a,.a,,t)=0 (2)
z(ay,,a,,t)=Ah

wherelL is the distance of the targeth — difference between the heights of the mortar thedarget with reference to
sea level. If the distance of the taret 1500 mand the difference in heighteh = 0, we can obtain these firing and
transit trajectory parameters: initial velocityli63 m (charge No. 2), firing setting — 571000, angfl fall — 73°, fall
velocity — 152 m/s, flight time — 30 s, trajectdrgight — 1137 m.

2. Finding of Target Parameters

For finding firing parameters these initial data aecessary: target distance and direction. Taxgmtdinates
on the map might also be indicated. Since distaapesiot great (up to 8000 m), we can make uskeeofitialities of the
rectangular Cartesian coordinates system. Knowg\y andAz, we easily find the distance of the target “maimg

direction” a, = arctand—y. Signs/signatures of the values, i. e. positivaagative, should be taken into consideration.
X

T(xy,z)C

P, (X,,Y1.Z,) P,(X,,Y,.2,)

Fig. 2. Measurement scheme of the distance taattyet, azimuth and the angles of the site (location

Herea,:, a5 — azimuth angles are referenced from the nortbctlon clockwisegs, , oy angles of the site/location —
from the planexy, ry, r, are distances to the targety, z -target coordinates;, y;, z — coordinates of the observation
posts.
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Reconnaissance data can be transmitted from thenai®n post: target distance from the observapiostr
is indicated and the direction to the target. Cowtds of the observation post, [y are usually known. Differences in
coordinates are found according to formula (hawviedfied signs of the value#)x = xs+ r cosy, Ay = ys+r siny.

If the difference between the heights of the moatad the target is not very significant, it candstimated
with the help of the map. If fighting goes on inm@untainous terrain, the difference in heights #hdoe estimated
most accurately to avoid fatal mistakes. In thategahe most necessary data about the target ésveelcfrom two

observation posts (see Fig. 2).

Further we solve the optimization problem. We fih@ most suitable target coordinates by minimizime
polynomial of errors. Absolute errors; — the error of the azimuth angle~ the error of the distance and- the error
of the site angles can be written down as follows:

arctar( X7 X -a, H
i Y-

arcsir{ 274 —a'si] 3
Jx=x)? +(y- y)?+(z- )*

:\/(x—x)2+(y— y)+(z z)z—ir].
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1
-M"’

1
i

o
"
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I
fuy
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1
U

By comparing errors of measurements, describe@)intie system of equations and absolute errocoksponding
measurement devices (rangefinder, angle measueivigat), we will obtain the “polynomial of errors”:

2 2 2
s=|fa | 4| B | 4| &, (4)
Acg, JAV Aeg,
Further we find such target coordinaiesy, zwith which functional (4) reaches the minimum andamwhile find the

site of the target with a desired reliance probigbiHaving solved the problem by using observatjposts data
presented in

Table 1
Qs as I A&, A& Ar
51 4.5 6400 0.5 0.5 30
34 8 3600 0.5 0.5 20

We will obtain these target parameters with refeeeto the mortar (distance, difference in heigintsl direction
(azimuth) angle).
L = 7800 m, Ah =500 m, a, = 750000.

With the indicated data available, it is possildeuse the standard program for the computatiorarfet
settings. Conducting firing on a mountainous terrauich computations can be very useful.

3. Individual and Group Target Destruction Probablity

Dispersion of artillery shells and mines is desediiby a bivariate normal distribution:

%oy %) (YY)’

P:Zm:(f J'[e 27 & 2 dxdy. (5)

XTY X%

Where ki, %], [y, 2] are target measurementsy,[y,] — aiming point coordinatesy, o, — mean standard deviations.
If we miss and fire several shots to the same tatige hit probability is computed according to fbemula:

P =1-(1-P),
where (1-P) is a probability to miss during each individuahlkr This probability does not change. Hit probapibf the

tank in the distance of 1 kid~ 0.136. In order to destroy this tank with theartie probability of 0.85, it is necessary
to fire 13 times. While firing with low trajectoige chances of hitting the target considerably iasee(an artillery shell
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or a grenade, moving with a low trajectory, hasucimgreater chance of hitting the target). A moigain essence a
very effective weapon in destroying group targetd was designed as such.
The system of equations (1) with initial conditioten be solved when random values of the initidbaity
and other parameters are provided:
Vo +random[normaldpy, , k+random[normaldpk , (6)

F+ random[normaldpF; , F, + random[normald]pF, ,

whererandom[normald]is a random value distributed according to the ddiath normal distributiotN(O, 1), Av, , Ak,
AF,, AF, are maximum errors of the initial velocity , resistance quotierk, impact of the head winé; or side
wind F,.

For example, the possible difference of the inti@locity of a 120 mm mortar mine in tables [3]nslicated
as 0.5%. While firing the barrel is not completetill and this error increases. Accidental fluctoias in atmosphere
pressure and temperature determint% difference of the resistance quotikntf we compute 10000 shots to a target
within the chosen distance with random parametikreg we will be able to rather accurately estimmgan standard
deviationsg,, g,.

Usually, a group target (the adversary in the absearea of 200x300 m) is fired upon by a six-mogeoup.
In executing one salvo, each mortar fires threeesintorrespondingly changing the angle of the bafieus, during
one salvo, 18 shots are fired. Because of firingrsr explosives though aimed at the same pajnty] fall at ever
different spots. Knowingy, o, deviations can be estimated:

X = X; + 30x x random[normald]
yi =¥ + 30y x random[normald].

A random dispersion of mines with the six-mortattéxy having fired 10 salvos (ten shots to eacmfpof aiming) is
represented in Fig. 3.

32507 + -
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* +
+ + + +
+ +
200 o . e o a +0 " o
+
L+ o+t . o, oL+ .
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+ —+ * + + + * Lt
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Fig. 3. Scheme of targets when firing at a grougegtaand mine dispersion after 10 salvbs=3050 m,ox = 26 m,
0y=18 m.o — points of aiming, +- points of mine fall.

Granted that each mine destroys enemy soldierdntiie radius of 15 it is possible to estimate what part of
the enemy soldiers will be destroyed. Since mirspelision is random, this process, that is the ceatipn of losses
caused by ten salvos, must be performed a 100@nane times (1000 realizations). Having countedatherage of the
results of realizations, we will get a true-to-lissult. The number of salvos is increased ungildasired level of group
target destruction is reached. It is possible tange the arrangement of group target aiming paints optimize
artillery fighting upon a group target.

4. Representation of Results. Information InterfacgGlyph)

We shall discuss the concept of information integféglyph). By employing the possibilities of thedgraphical
Information Systems (GIS), a “tool” able to supplgditional information about capabilities of anexdijin the future
time was created. Possibilities of future actiohshis object are analyzed in relation to the ngagition of the object.
The position of the object is visualized not justimating its spatial position (point on the maphe program, which
estimates the capabilities of the object for aaeraction and represents them on the map (whablfect or its
parameters will look after a certain action), ieyided.

The created “tool” makes it possible to represenug target destruction results on the map. Haeictivated
the program describing the destruction of a gr@upet, we receive percentage values, associatédavdoncrete place
(coordinates of the location and matrix element&tvindicate destruction probability during thedeeen firing).

Fig. 5 represents the area covered by enemy ftifins. The distance between the points in thézdwotal
direction is 10 m, in the vertical one — 16 m. WHeasses increase, the color darkness (it is pasdiblindicate
destruction percentage on the color scale).
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Fig. 4. Probables “sheet” of possible losses. Deskrof color indicates increasing losses
5. Conclusions

1. Using the created programs, in several secongspissible to compute firing parameters:

1.1. number of the charge;

1.2. sight setting, including corrections because ofguee, temperature, charge temperature, impadteofvind,

inadequacy of the mine mass;

1.3. setting of the main firing direction;

1.4. trajectory height, incidence/fall velocity, incideifall angle, etc.
2. To find the number of mines in order to destrogrgéet at a certain distance with a degree of rititiab
3. To find destruction parameters of a group targetr@present the possible situation on the map.

Using these programs, a unit commander can analjfferent would-be fighting scenarios; they can

become a part of the decision taking system. Impleation of the proposed control programs will tthra mortar into
a truly modern weapon.
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Abstract

A system of “program tools” created by using infation bases of Geographic Information Systems (Gi8kes it
possible to carry out the engineer estimation & térrain, obtain data on the network of roads,ewddodies,
vegetation, building structures and qualities o ®pil. A visibility instrument has been creatediakhindicates
visibility on the battlefield from several chosesrain places. Actions of each individual soldierthe battlefield are
modeled, the impact of random factors is estimated a “digital experiment” of a would-be attackcarried out.
Various possibilities of the representation of tieained data are discussed. A program represemguits of a would-
be “attack variant” on the map has been createds Wakes it possible to estimate capabilities ahilitary unit

fighting on a concrete terrain and thus contribtibed better decision making on the part of thé comimmander.

KEY WORDS: modeling, military operations stochastic modelggraphical information system.

1. Engineer Estimation of the Terrain

Modern information technologies [1-4] are widely @ayed in planning military actions and estimating
capabilities of a military unit to execute a cantgask. The main information source about the erisasheets of a
digital map with the scale of 1:10000. The entit@ndard information of the digital map is basedoaiy slightly-
associated integration between geographic infoomatystems and relation data base packets. Gl8naf®n layers
are created on the basis of spatial informatiorthef terrain in accordance with the requirementsafaroncrete
military operation. To this end the necessary “pang tools” [5 - 7] were created.

The created tool of road analysis makes it posdiblerganize dynamic inquiries in order to find dea
satisfying certain criteria. The necessary infolioratis automatically provided by the electronic magpaving
activated this tool, it is sufficient to circle tlaea of interest and the system points out allrtlzels of the chosen
width. Road surface, number of lanes and otheibat&s inherent in the system are shown. Inquiryuala bridge
brings forth complete bridge information: lengiiftjng capacity, etc.

All the terrain in the information system is divitlaccording to the utilization type: settlemengltde land,
forest. The tool of the forest analysis makes ggille to obtain information about the densitytef forest, thickness
of tree trunks. Having chosen the measurement ibd, possible to estimate the width of the clegrand obtain
information on the cross-country capacity on thresia.

Each individual tool generates its own individuaformation layer. It is possible to obtain a mapttod
indicated terrain roads or forests, or to see aptetm image of the “combined layers”. Thus, it &sgible to fast and
without difficulty choose maps and obtain all trecessargngineer information.

GIS information bases hold data about the heighdbpécts on the terrain. A height analysis tool hasn
created which automatically extracts the necesdaty from electronic map bases and then providesniation
about the visibility in the designated terrain. 'keday that ten soldiers are fortified and are albowbe attacked by a
three times larger force — 30 soldiers. Having somed the visibility tool, we indicate the coordieaf the tops of
the square that we desire to see, the coordindtése@oints from which we are going to observe tireain and
obtain the image of visible (green) and invisibded) areas in Fig.1. At the same time a visibititgtrix is created
(visible points are designated by 1, the invisities — by 0) Fig. 2a.

In order to obtain the visibility matrix of the tdied adversary, it is sufficient to know visilii from 5
points (for each pair of soldiers) and create aegaized visibility matrix. The created program extes the
generalized procedure, i.e. it creates the vigjbithatrix of all defending soldiers. Such resulte aresented in
Fig. 2b.

The distance on the terrain between the visibpitynts in the horizontal direction (longitude cooiae) is
equal to 10 m while in the vertical direction (tate coordinate) it changes to 16 m ( it is nofidift for the
elements of the matrix to find the coordinateshef indicated point).
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Fig. 1. Image of terrain and work of the visibilityol: visibility from the designated “X” point (dhe bottom).

0000000000011000011111111212222111111222711111211111111
1000000001111100001111111111111111111111111111131111111x
1100000011111110001111122122111121212222111122221117113111x
11110011111111111211112111111211111211111111112111113111111x
111111212122221111112121212222221111712122211111111222111121222%
11111111111111111211112121111121111211111111112111113111111%
1111111122222111111112222221111112222212111111122111111112
11111111111111111211121211212121111211111111111111131111111
111111111111211111211112111121111211111111111111131111111
1111111122222111111112222221111112222212111111122111111112
1111111111111111181111111112111112111111111111111111111111
11111112122222111111112222221111112222212111111122111111112
1111111111111111121111121121121111211111111111111131111111
111111121222211118112222211111112222111111112222221111111212122
111111111111211111211121211211211111211111111111111131111111
111111212122221111112121212222221111171222211111111222111121222%
11111111111111111211112121111121111211111111112111113111111%
1111111212221181122111111212122222212111112122222211111111222221%
11111111111111111211122112121211111211111111112111113111111%
11111121212222111111212121222222111171222211111111222111121222%
11111112121211281212121111111112222211111222222221111111222221111
111111111111211111211121211211211111211111111111111131111111
111111112222211111111222222111111222222111111122111111112
1111111111112111112111121121121111211111111111111131111111
1111111121181221211111111222222111111122222222111117112222211111
111111111111211111211112112121211111211111111111111131111111
11111112122222111111112222221111112222212111111122111111112
11111111111121111121111211211211111211111111111111171111111
11111112122222111111112222221111112222212111111122111111112
11111111111111111211121211111211111211111111112111113111111%
111111212122221111112121222222211117121222111111112221111121222%
1111111111111111121112121111121111211111111112111113111111%
11111121212222111111212122222221111712122211111111222111121222%
111111111111111112111212111121211111211111111112111113111111x
111111111111211111211121211211211111211111111111111171111111
11111112122222111111112222221111112222212111111122111111112

Fig. 2a. Results of the visibility tool analysish& observer Fig. 2b. A generalized visibility matrix. Pairs of
point was designated by “8”. The place visible to attacking soldiers designated by “Xx”, pairs of
him — 1, the invisible — 0. defenders bay “8".

The available generalized information on battlefiglsibility (the visibility matrix) is used in seing the
attack or defense task by applying the stochastithod. The attacking soldiers move along the deséghlines (the
direction of the attack and tactics is designat&tign we get the information stating when the asksgrcan see and
fire at a concrete soldier. It should be pointetitbat on real terrain the visibility (objects obme than 1 m in height
are visible) rarely exceeds 300—-400 meters.

2. Modeling of Combat Actions

Combat actions, in a very complicated way, arectéie by many random factors the description of Witig
using analytical representations is often pradiicahpossible. To this end statistical models ahd Monte-Carlo
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method are used. When the relationship betweenmibd@eled objects is unknown or very complex, thighoe

makes it possible to find the result of their iafgtion [5, 6, 7]. These actions of soldiers are efedt movement
towards the adversary, observation and detectiahe®nemy, firing and the elimination of the adagy. Similar
actions of the adversary are modeled: detectidhevattackers and their elimination.

If the visibility scheme of soldiers fighting in fé@se corresponds to that in Fig. 2b, the attackoidiers at
such a short distance are spotted right away. Tareyvisible provided the terrain features do nopege. The
soldiers move towards the enemy maintairdmg8 + 12 m distance between one another. The \itsiloif the soldier
in attack is indicated (see Fig. 2b) by the elemefithe matrix (1 — the soldier is seen, 0 — tidisr is not seen).

Certainly, different scenarios of soldiers’ moveinen the battlefield are possible. For example hvtite
platoon in attack, two teams attack from the flanksl one remains in the center (see Fig. 2b). Dldiess move
forward in bounds. The soldiers rise for the boatit; ~ 3 — 4 s (leaving adversary no time to take aing etndom
moment of timeAt, ~ 14 — 16 s. We will analyze their movement changimg time atAt = At; + At, = 18 — 20 s
intervals. This type of movement can be describe@ ae-location to another square (the sides okthares are
~ 18 x 10 m).

Let's say that two inside pairs of each team (ifedse, a soldier aims and becomes a target hirfoe#
longer time rise for a boundAt; = 3 — 4 s), the remaining pairs cover by fire. Thitwe, pairs in the back rise for a
bound and those at the front cover them by fire (Sg. 3).

a)
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b)
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Fig. 3. Scheme: a) two inside pairs of each team fior a bound, the remaining pairs cover by ftiepairs in the back
rise for a bound and those at the front cover thgtrfire

In the studies [5, 6] the hit probability of theeemy in offence and defense were estimated. By utsiag
method of least squares functidd@), estimating the hit probability with reference te tdistance between fighters,
were recorded. Graphic representation of theseraipees is shown in Fig.4.

If a bound lasts 3—4 seconds, and the adversagsrizeeconds to take aim, the hit probability deses. Its
change can be estimated by employing the formalaishwidely used in the queuing theory:
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Fig. 4. Dependence of the hit probability on th&talice between fighters.
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whereP(r) is mean hit probability when target distance, it is the average time during which a soldier mandges
take aim (for example §, t; - stands for a random time interval (the timehaf bound is 3—-4 seconds).

Soldiers bearing automatic rifles choose enemyiexddiring at them or those that are nearest &nttand
shoot by taking aim. Whether a concrete event twasiroed is tested this way. For example, if hithaioility in a
concrete case, i. e. with the soldier being in da@® position, is equal to 0.4, the random vaeaR| distributed
according to the uniform law within the interval [, is generated and the condition

R<P; (r) @)

is checked. If the inequality (2) is satisfiedisitonsidered that the event has taken place —téitget has been hit”, if it
is not satisfied, the event has not taken place. §dme model is used to check other events, fangbea“‘the enemy
has been spotted”. Afterwards the results are sudrupe casualties and numbers of personnel furtheicipating in
the attack are counted. This is repeated untibtte ends, i. e. the time allotted for the batthels, more than half of
the personnel are killed, etc. Thus the resultsna realization are obtained. Such computationsegreated 100—-200
times and the average of the results is found (eealization is different because ever differemtdam variables are
generated) for each computed time moment (poirtte iumber of realizations is being increased uhél obtained
answer stops changing though the number of reaizats further increased with the indicated corafiah accuracy.

3. Information Interface (glyph)

We shall discuss the concept of information integfgglyph) [8]. By employing the possibilities dfiet
Geographical Information Systems (GIS), a “toolleatp supply additional information about capakshtof an object
in the future time was created. Possibilities dfifa actions of this object are analyzed in refatmthe real position of
the object. The position of the object is visualizet just estimating its spatial position (pointthe map). A program,
which estimates the capabilities of the objectdaertain action and represents them on the magt (b object or its
parameters will look after a certain action), isypded.

In more detail we shall describe the realizatiod application specificities of information interam relation
to a platoon that is ready to attack. The situaiiorthis concrete case is provided in Fig. 4. Hgvactivated the
program describing the battle, we receive percentegjues, associated with a concrete place (matirt) with
possible successes or losses during the forese#ln. f2ossible losses are represented on the litigischeme in
different colors — the color darkens with incregsiosses. This probable “sheet of possible losisestipplied in Fig.5.

Fig.5. Probable “sheet” of possible losses. Dankgmiolor indicates increasing losses.
4. Conclusions

Accurate and timely engineer estimation of theaierby using GIS is a prerequisite for effectiventrol of
modern and rapid military operations. Employmentigital maps and digital terrain images, made tBagresolution
satellites, make it possible to perform an effexthattlefield analysis by in advance more succégsfihoosing a
location for the defense post.

The developed programs, employing stochastic moahelke it possible to describe combat actions obrciete
soldier and analyze the impact of numerous randmstofs on the course of the battle: the beginninthe attack, the
duration of the bound, tactical elements (differemvement types of soldiers on the battlefield,ezage by fire from
the flank).
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For individual fighting teams it is possible to dse the least dangerous movement direction ondtikefield.
Computation results, by using information interfacan be represented on the map.
Employment of information interface can be an dffe aid to the combat unit commander in decision
making. This might be a part of a decision-makipgtesm.
It is possible to explore the impact of battle edeis on the final result and use the programs imdgoting
classes and field training for cadets.
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Abstract

The article studies the possibilities for the erdeament of railway communication between Lithuani@i® largest
cities — Vilnius and Kaunas. Reviewing the politiceasons and economic arguments behind the imprentof the
transportation, it presents the theory of transgode in the Vilnius-Kaunas dipole. Authors lay dowrguments
explaining why the transport axle should includewmopean-standard railway line like that of thelBiltica project.
Two versions of building the European-standardwayl line between Vilnius and Kaunas are proposedsibilities
are discussed to modernize the existing railwag Amd adapt it to facilitate speeds for passengan traffic up to
160 km/h. The article provides traction calculasipplans modernization works and calculates thedtments required
KEY WORDS: European-standard railway line, Vilnius and Kaunapale, transportation infrastructure, passenger
transport railway, Rail Baltica, investments

1. Introduction

After reaching population of half a million, citieaccording to practices around the globe, staatish the
agglomeration — a complex accretion of urbanizedtteies, meshing around the old core in a dynaard almost
unstoppable process. If regulated in a rational,itaysually directs territorial development alotig intensive traffic
of transport, in most cases along main railway din€imilar master plans have been developed inkBthm,
Copenhagen, Washington D.C. and many other citie8as to Vilnius in size. Our neighboring Polari8elarus and
Germany propose connecting largest cities by ,dxlekich are to become urban ,skeleton”, directangd regulating
the oncoming expansion of city territories undex Ho-called theory of gravitationatban development. Territorial
arrangement and urban framework of entire EurogeLathuania — under the approved General Plan®Rbpublic of
Lithuania — is based on the principle of ,axlestigepines” [1]. One of the key tasks of territofgpning in this aspect
is to render active the development of infrastrreguthat integrate the country infee European Union. Lithuania’s
strategic importance in the Baltic Sea region Wihin the international transport corridors croggits territory.

Lithuania’s urban framework provides for top-leveinterstate (European) and national — centerstbfiania:
multifunctional cities of Vilnius and Kaunas, whialeet requirements for agglomerated metropolitartecs. Together
they have enough potential; however, separately lgek and will continue to lack potential (espdigi@emographic)
for gaining recognition as centers on the Europseale Euro City) Such centers are important for the country’s
integration into the EU. The general plan stipuddtaming a European-level center as an urban eipbVilnius and
Kaunas, connecting the existing potentials of e metropolitan centers. The status as Euro Cigrantees far bigger
EU support to the city and serves as a powerfulmagg attract foreign business and investments.

Consequently, absence of a Euro City-level metitgolcenter would rank Lithuania among second-rate
countries in the region, which would serve as aomapstacle for taking a due market position in thgion and
Europe. On the other hand, Lithuania is unlikelyatquire the status without a universally-acceptedter with a
population of at least a million people and a @usif production, businesses, communications, matéwnal trade,
banking, foreign tourism and a point of attractafrinternational relations [2].

A stretch with distinguishing parameters has bemaming along the axle of the Vilnius-Kaunas dip&de
many years. Firstly, 1.53 million people (38 petcehthe country’s overall population) reside iretterritory of 30
kilometers on both sides of the axle connectingnggtac centers of Vilnius and Kaunas; the densftpapulation is
131.6 persons per KiiThe indicator is higher by a factor of 1.1 thaa European Union’s statistics (116.4 persons per
km?). The indicator puts the Lithuanian dipole regioetween Denmark (124/3 persons per)kand Luxembourg
(170.9 persons per Kin[3]. Studies of transport flows have shown tha¢ majority of railway passengers leaving
Vilnius in six directions from Vilnius on businedays head towards Kaunas. A fourth of them reaalmks. Without
doubt, the situation regarding railway passengexdlfrom Kaunas is similar.

The first priority, the first and mandatory conditifor establishing a dipole is to create an agpagéntial of
the two cities and, later, an urban link — a fast eonvenient corridor of transportation.

The dipole will function in a lively and forceful ay if a trip by rail between Vilnius and Kaunas gak
30-35 minutes at most. For this purpose, seleatfolocations for final passenger stops is of utnmogiortance — the
locations should ensure fast and convenient comeatioh with city public transportation, Rail Bakicstations and
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centers of both cities. In Vilnius, the final statishould be located in consideration of the fstap of the planned

high-speed tram route. Similar high-efficiency pattansportation should be planned for Kaunasi@future [4].

Coordination of the region’s economic developmera key factor in dipole economic growth, closalated
with improvement of the transport system betweelmiM$ and Kaunas, as well as along the stretch dmtvithe two
cities. This also involves encouragement of diremtacts, broad inclusion of business figures ihi@ solution of
dipole economic development matters and establishofeorganizational structures to coordinate sactions [5, 6].

Practical observations suggest that an automolmleway is not suitable in this case because thedsjimit
tends to be reduced in small towns it crosses. peréect axle for a dipole is high-speed railwayaotombination of
automobile highway, regular railway and high-speaitivay. The route also connects two internatiosiaborts and
logistic centers.

Kaunas is located in the intersection of Lithuasikéy roads of transportation: automobile roadtXoénd
| corridors, Moscow-Kaliningrad and Warsaw-Rigaiirad railways. These facts serve as preconditiamfaunas to
become a logistic and transport center [6].

Global practice shows that a modern public trarnsion system is the main factor in urban developnig].
The prepared scheme for Vilnius modern tram allavisoduction of the progressive type of transptnts building
tough competition for cars and reducing environrakeffects. The approved tram scheme providesworrtew lines:
“Stotis-Santarisks” and “JustiniSks-Centras-Lazdynai” [4, 8]. The main goal for deyg@hg communications, as
stipulated in the Strategic Plan, is to improveditons for international cargo and passenger trarts The following
tasks are set out for achieving the goal:

* Modernization and development of international ictows to increase their capacity. Main instrumeats as
follows: prioritizing railway transport building a European-track part of Corridor | frafme Lithuanian-Polish
border to Kaunas; modernizing the Vilnius-Kaunastise of X B railway corridor; modernizing automitd
roads, which are a part of the trans-European métwmiilding lacking road connections in the citiesVilnius
and Kaunas; improving the infrastructure of inteior@al interior water roads.

* Creation of favorable conditions for expansion wifernational transport connections. Main instrurseste as
follows: modernizing Vilnius and Kaunas airportses@ggning and building logistics centers for intedular
logistics in Kaunas and Vilnius; modernizing exigtirailway stations for cargo and passengers; haizeo
network of routes of all means of transportatiod &affic schedules in the region [4, 6, 7].

In the effort to property organize passenger trartspia railways, it is highly important to detemmsi the
demand for railways as a transport system in tlogego Results of a survey carried out by J. Buikes show that
merely two aspects of railway journeys have beentified as satisfactory by passengers — the piligsifo reach the
point of destination without transfer and low titkerices. Merely 913 percent of passengers appreciate other
advantages of railways, i.e., sufficient train sheeomfort, convenient schedules, safety and ot\éthout doubt,
railway transportation has shortcomings. Biggesttsiomings include low transport spegal lack comfort [9, 10].

An analysis is provided of two possibilities to irope passenger communication between Vilnius arghis:
construction of a European-standard railway lind eenovation of existing railways to increase speefipassenger
trains to 160 km/h.

2. European-Standard Railway Line Vilnius — Kaunas

Under the Rail Baltica project, the railway trunikd should make a western bypass of Kaunas (Vetsion
cross Kaunas suburbs in the east (Versions Il BHpfiLlL, 12]. Considering that the internationaldidoes not reach the
Lithuanian capital, the shortcoming may be compttsay the building of a European-standard raillwhgd pass to
Vilnius. Proper connection of the railway line withe Vilnius’ modern tram would create a uniquensort axle
between the Vilnius and Kaunas dipole.

The European-standard railway line would startidetshe Kaunas railway station where the existiaibvay
forks in the Vilnius direction — close to the Patamas station [7, 12]. Further on, route should iomet on the common
track formation all the way to KaiSiadorys wherplatform for high-speed trains would have to bestarcted. From
the KaiSiadorys station to Rykantai, the new rajyviime should run close to the existing doubleraailway or a
combination track formation would be built on themomon formation. From Rykantai, the line would gothe
proposed modern European-standard railway statioRilait where the final stop of the high-speed tram i als
projected. The railway station would facilitate y&sansfer to the tram or other means of transgiortaFrom Pilaig,
there would be direct routes to the student campuSauttekis, SantariSkes, the central railway station #mel
international airport (with one transfer). To supthe version, we see that the new European-stdndéiway line’s
66.02 km (80% of the overall length) would run de tommon formation all the way to Rykantai, witiek separated
in sections where it is technically impossible ifiraeparation points and low-radius curves). FroyRdRtai to Pilait
(the final tram stop), the 12 km line would run thie new routes. Routing conditions are rather cemihe Paneriai
forest) because of the nature reserve (Pit Geonotwgit Reserve) and the need to cross the NerisrRiglley.

As an alternative to the version, we can considermissibility of routing to the Vilnius centrallveay station
(as stipulated in the General Plan). The 27.76 kmatch from Rykantai to the Vilnius railway statios highly
complicated due to the abundance of low-radius esirand the well-developed infrastructure of exgstmilway
stations (Lentvaris, Paneriai). This causes extendifficulties because the new railway line hadb&nplaced in the
existing track formation, while there is too littpace due to dense territories and other railvpypenent. Train
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speeds would be limited in the stretch, and consbm costs of a new railway would be very highisThersion is
complicated in the technical and economic senseryekilometer of the European-standard railway tbmea new track
costs approximately 12 million litas. Every kiloraetof the European-standard railway line on a coweidn track
costs 9 million litas, while a kilometer of the Bpean-standard railway line on an overhead trasksctt million litas.
More precise calculations would be made considesperific project characteristics. Additional assesnt should be
made of management and utilization costs [13]. Aenrecise economic and financial analysis requiedsulation of
incomeas well, with the majority of money coming fronetimfrastructure usage fee.

3. Research of Possibilities to Modernize the Exisig Railway Line Infrastructure

The double-track stretch on the existing railwane IVilnius — Kaunas measures 103.3 km.

Overhaul repairs of the Vilnius — Kaunas railwayelicarried out in 2005 has enabled passenger taiesch
speeds of 100 — 120 km/h. Currently, a trip betweinius and Kaunas on an electric train ER-9 Mesik hour and
12 minutes (with 3 stops).

A study by Vilnius Technical University scientistalculated the speed limit at 160 km/h, therefdhe,
analyzed calculation versions are based on a lotteen®EP 70 with 4 and 7 passenger cars and ginegpparoximate
simulation of possible electric trains version apkcial-construction rolling-stocRendolino [14-16]. Summary of
analysis of versions of train time results on thibrray line Vilnius — Kaunags provided in Table 1.

An analysis of results of the traction calculatiove may conclude that a trip from Vilnius to Kauras a
locomotive TEP 70 will take 52 minutes (with a stoKaiSiadorys only) when the locomotive tractimnce is used to
the maximum and there are no speed limits on tlkercAs compared with the current fastest trip frgiimius to
Kaunas (trains now take a minimum of 1 hour 12 n@r) this means economy of 20 minutes.

Table 1

Summary of analysis of versions of train time ré&sah the railway line Vilnius — Kaunas

Version . . Number of Duration of travel from Vilnius to
Locomotive, train Stops o
No. stops Kaunas (hours:minutes)
[ TEP 70 (7 cars) 1 KaiSiadorys 0:57
Il TEP 70 (4 cars) 1 KaiSiadorys 0:52
Lentvaris
[} TEP 70 (4 cars) 3 KaiSiadorys, 1:.03
Pravienisks
\% Electric train 1 KaiSiadorys 0:54
Lentvaris
\% Electric train 3 KaiSiadorys, 0:58
Pravienisks
VI Pendolino 1 KaiSiadorys 0:51

Summary of investments needed for renovation ofdfileray line Vilnius — Kaunas to increase the sphmit
to 160 km/h until 2010 is provided in Fig 1.

ORoad geometry revision
Investments, million litas

64 minLt (16%) ERepairs, assembly of artificial buildings

60 min.Lt (15% 13 minLt 3%)

ORevision, reconstruction of upper road construction
EWorks at stations (replacement of shunts)
ORenovation of contact network

86 minLt (21%)
27 min.Lt (7%)

156 min.Lt (37%)

4 min. Lt (1%) OModernization of alarm system, electricity supplies

telecommunication and radio network
mBuilding of two-evel crossing

Fig. 1. Distribution of investment necessary faraeation of the railway line by types of work
4. Conclusions

The Vilnius-Kaunas dipole is a new-quality phenoomein the development of the city network in Lithisg
which meets the most modern global urban tendeiaeidds an unavoidable process.

The core of the Vilnius-Kaunas dipole — the railwvennection — should shaped as an organic paheoRgil
Baltica network to not only serve the individuaies of Kaunas and Vilnius but also two of thenaamit treated as an
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integral urban arrangement. A modern high-speddagishould be the core of the dipole. The railvgapuld be given
priority, as the practice is in most European cadast Passengers value railways as a cheap, sdfecanfortable way
of reaching final destinations.

It is necessary to achieve that the trip betweerfitial stations of the dipole took 30-35 minutésnast. This
is the primary and most important condition fori@ént functioning of the dipole as an organic cection between
Vilnius and Kaunas. Location of the dipole’s firgthtions should be in agreement with high-speedspart routes
within Vilnius and Kaunas.

The European-standard railway line, as a brancthefRail Baltica railway from Palemonas to Rykantai
should be built in a single track formation, excégpt stretches of low-radius curves or train sepanapoints. The
railway line should go on a new route and crossNbss river valley in the section between Rykaatadl Pilai¢ — the
final passenger station of the railway and the tsgeed tram.

Modernization of the existing railway line betweéinius and Kaunas should be granted investmenisctw
are necessary for elimination of main reasonskbap passenger train speeds under 160 km/h toeesate and high-
speed communication. On a modernized railway lenpassenger train should make the trip from Vilnmugaunas
with a single stop in KaiSiadorys in 52 minutes.
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